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DEPARTMENT OF DEFENSE
OFFICE OF FREEDOM OF INFORMATION
1155 DEFENSE PENTAGON ¢ 2010
WASHINGTON, DC 20301-1155 MAR 25 2

Ref: 08-F-1844
FOIA 2008-44

This is our second interim response to your Freedom of Information Act (FOIA)
request, FOIA 2008-44, dated August 12, 2008, which you originally submitted to the
Defense Technical Information Center (DTIC) for the below listed reports. As DTIC
responded separately to you concerning the documents numbered 4 and 5, this response
does not address those two documents.

1. AD-526617, Acoustic Backscatter from Microstructure, December 1971

2. AD-526067, Comments on Sub-LF SATCOM Technology Development
Program, December 1972

3. AD-0528668, Summary Report of the 1973 JASON Summer Study, October
1973 (referred to the Air Force for direct response)

4. AD-B076811, Pulsed Electric Discharge Laser Technology Development
Program AVCO Everett Research Lab, September 1982

5. AD-B069354, Summary of Trapped Electron Data, McDonnell Douglas

Astronautics Co., October 1982

AD-B149872, Space Power System Study

AD-B149873, Speech Research, May 1984

AD-B149675, Radical Computing, May 1984

AD-B099221, Report on the Workshop for Automated Software Programming,

February 1986

10. AD-B103383, Some Surface Wave Modulation Mechanism Relating to the
JOWIP and SARSEX Observations, May 1986

o LN

DTIC forwarded eight documents to this Office, identified above as numbers 1-3,
and 6-10. Enclosed you will find six documents. We previously advised you in our
interim letter dated July 22, 2009, that “AD-0528668 Summary Report of the 1973
JASON Summer Study” (document number 3) was referred to the Department of the Air
Force for direct response to you. The document identified as number 2 is still under
review by this Office.



Ms. Delores M. Nelson, an Initial Denial Authority for the Central Intelligence
Agency (CIA), has determined that some of the information in the enclosed documents is
exempt from release pursuant to 5 U.S.C. § 552(b)(3), which pertains to information
exempted from release by statute, in this instance, 50 U.S.C. § 403-3 (c)(7), which
permits the withholding of intelligence sources and methods, and 50 U.S.C. § 403 (g),
the withholding of functions and information regarding the CIA. Ms. Diane M. Janosek,
an Initial Denial Authority for National Security Agency (NSA), has determined that
some of the information in the documents are exempt from release pursuant to 5 U.S.C. §
552(b)(3), which pertains to information exempted from release by statute, in this
instance, 50 U.S.C. § 402 Sec 6, the withholding of functions and information regarding
the NSA. Ms. Alesia Y. Williams, an Initial Denial Authority for Defense Intelligence
Agency (DIA), has determined that some of the information in the documents are exempt
from release pursuant to 5 U.S.C. § 552(b)(3), which pertains to information exempted
from release by statute, in this instance, 50 U.S.C. § 424, the withholding of information
regarding the protection of organizational and personnel for DIA, NRO, and NGA.

If you are not satisfied with this response, you may appeal to the appellate
authority, the Director of Administration and Management, Office of the Secretary of
Defense, by writing directly to the Defense Freedom of Information Policy Office, Attn:
Mr. James Hogan, 1155 Defense Pentagon, and Washington, D.C. 20301-1155. Your
appeal should be postmarked within 60 calendar days of the date of this letter, should cite
to case number 08-F-1844, and should be clearly marked "Freedom of Information Act
Appeal.”

Sincerely,
SRS Jn B G SRS
—+¢, Paull. Jacobsmeyer

Chief

Enclosures:
As stated
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1.0 INTRODUCTION
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8implify corpu:ational tasks, thus overcoming deficiencies in

computer components and soitware.

Thefe has been Sp‘:culation" that the development of computer
systems in the Soviet Union emphasizes algorithm developmenﬁ and
m;chine organizatiéh and that this empﬁasis has led #o advances in
computational efficiencf ﬁhich offset tﬁe §e11~knbwn laglin loviet
developument of very large sc;le infegratipn (VLSI)‘:echéblog&; In
particular, the Sovicis my havé coﬁpensated‘for their evidently
poor integrated cifeuits ﬁith cléver aiéorithﬁé; 1nnovat1ve‘nachine
organizétions; and‘so on. Several past Sovieé achievements ére”
often mentioned t6 sﬁpporf this speculation: First, the Soviet
space prégram has requi*ed extensive orbiﬁai :alculatiénvﬁtha: would
have beeri beyond the "poor" computers thought to be availgble to
them in the late 1950s. Thelr ICBM developments raise simiiar
questions. Second, Soviet computers have beaten U.S. computers in
e.38, in the only two engagements that have been flayed (1978 and
*"80). . Third, tﬁe USSR has mounted a relatively large research and
te. “iing effort in residue afithnétic. Tth havé published far more
articles and textvooks on tlis subject than the rest of the wotld.
Could they be training studevts for radically different computing
machines, or ar: the publicationg just a reflection of an academic

Ppublish or‘perish" syndrome? Fourth, the Soviets have recently
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Besides the two topics mentioned above, there are a number
of rapidly developing areas of computer research that could lead to
a radical increase in computing speed. These will only be listed

here in Table 1.1 but may deserve further detailed study.

This report focuses on the two main topics discussed
above: residue arithmetic and symbolic computing. Each topic is of
current research interest in the West, and there are indications

that these themes .»y be even more important to the Soviets.
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Toplcs that Could

-Computer Research
Lead to a Radical Impi

rovenent in Computing

Topic
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Floating Point Arithmetic
with Embedded Symbols

Rdcently in
IEEE standard study for Floating
Point Arithmetic (N¥AN’s)

erted into proposed

. Functional Programming
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Interval Arithmetic
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iity. Some provision in
Standard (directed
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W
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o et al.

rk by Glthkov, Barton, Wilner,

‘Multiple Processor Concurrency

tensive v#rldwide interest

Theoretic Computing

Ex
Fast Recurrence Evaluation Gdod potentjal but inconsisteat
with Soviet style
"H;dern",DnA Machine Sgviet and Dutch interest
’”Datafrlow” et al, Extensive irvestigation in U.S.
Hyper-Coiumn Cortex Model Sqecuiative
Symbolic Computing A jsubject of this report
Residue Arithmetic and Number A |subject of this report




2.0 RESIDUE ARITHMETIC COMPUTERS

2.1 Introduction to Residue Arithmetic

In the residue nﬁnbgt system a positive number is
represented in the form of a set of residues with respect to a
sequence of positive integers @;, my, . . . , W, each of which is
called a modulus. The moduli must not have common factors; that is,
the moduli must be relatively prime. The idea is to have several
moduli mj, my, « . ., »r and to work indirectly with residues

xmod ), xwd mp, + « + , X wod B instead of directly with the

number x. We will use the following notation for the residues:
xlsxnodnl, xz'-xmdnz', .v. oy xt-xnodnr

We may regard (x), X2, « » « , Xg) 28 & new type of internal

computer representation, a modular representation of the integer x.

" The residue of x mod my is the least positive integer
-remainder of the division of vx by my, where x is the number to be
conve‘ted and oy is the ‘uodulua. The range M is defined ag the
produc: of the moduli. Only between 0 and M -~ 1 are the results of
the arithesetic operation uuique; In thé /fouowing ;nnplu the

moduli chosen are 5, 7, and 8. Therefore, M = 280 and the range

6




before overflow is from 0 to 279.

implicitly, then the range becomeé -140 to

The advantages of a modul

If the sign is represented

139,

us represéentation are that

addition, subtraction, and multip]

implement. The amount of time required to

nultiply a-digit numbers is essent

counting the time to convert in and out of

representation). This is a consig
multiplication, since the convent}

. time proportional to n? for repeat

ication are §ery simple to
dd, subt:act. or
ifally proportional to n (not
dular

erable adE:ntage with respect to
onal methpd fequires an execution

ed additipn and shifting.

'In addition, as pointed gut by Knuth (1969), on a computer

designed to allow many operations

modular arithmetic can be a signif

to take place simultanzously,

icant advantage even for addition

and subtraction. The operations yith respect to different moduli

can all be done at the same time,
savings in execution time. The

time could not be achieved by cony
propagation must be considered.

1ntere§c1ng:

vhich results in a substantial
me kind of decrease in execution
pentional ns, since carry '

. comment by Knuth is particularly




Perhaps some day highly parallel computers will make
simultaneous operations commonplace, so that modular
arithmetic will be of significant importance in "real-time"
calculations when a juick answer to a single problem -
requiring high precision'is needed. (With highly parallel'
computers, it is often preferable to run K deparaté
programs simultaneously, instead of running a single
piogram K times'as fast, since the latter alternative is
more complicated but does not utilize the maéhihe any more
efficiently; "real-time" calculations are exceptions which
make inherent parallelism of modular arithmetic more

significant.)

The disadvantages of a modular representation are that it

is comparatively difficult to test whether a number is positive or

negative or to test whether or not (ul, o o s 5 U) is greater than

(V]s o o o 5 vp)e It 18 also difficult to. test whether or not

overflow has occurred as the result of an addition, cubtraption, or

multiplication, and it is even more difficult to perform division.

When these operations are required frequently in conjunction with

addition, subtraction, and msultiplication, the use of modular

arithmetic can be justified only if fast means of conversion into

and out of the modular representation are available.




2.1.1

Residue Addition

Moduli .5
19 * 4 5| 3
_87 > | 2w
106 + 1 1) 2
Figure 2.1, Residue addition.
In the example shown in Figd, 2.1, 19 is converted to 4 5 3
in the residue system. The 4 is thj residue of 19 mod 5. In other

words, 4 is the least positive inte
19 by 5.
Eighty-sevgn is translated in a simi
independently added, and the sum ig |

assoclated modulus. In the first ca

1 for modulus 5. The other columns

r
Similarly, 5 results fromj:o

dulus 7
14r -manney
expressed

lumn, 4 +

remainder of the division of

and 3 from modulus 8.
f« .Each columm is
as a residue of the

2 = 6, but this is a

re procedsed in a similar

manner. The result 1 ! 2 means that| the act

1 result, when divided

by 5, gives.é reminder of 1; when vided by |7, a remainder of 1;

and when divided by 8, a remainder
determine the number within the ran:
check, the actual answer can be con

the digits correspond.

2. The
of 0 to

rté? intg

e clues uniquely
279. As.a quick

} residues to see if




2.1.2 Residue Subtraction

Moduli 5 7 8

106 + 1 1 2

-99 +4 1 3 + 4 46 43

' 7 - 2 0 7

Figure 2.2. Residue subtraction.

In the example shown in Fig. 2.2, the subtrahend is first
converted into residues, and each residue digit is then complemented
with respect to 1t;'particu1ar modulus, 5 resulting in a 1. The
other residues are complemented in a similar manner. The rest of

the example proceeds as with addition.

2.1.3 Resgidue Multiplication

Modull 5 7 8
11 »> 1 4 3
x 12 » x2 x5 xk
22 V
411
132 + 2 6 4

Figure 2.3. Residue multiplication,

10




In the example shown in F

multiplicand are converted into repidues. 1

lB' j203, :

Lth respec

perse and

he multiplier and

'he product of each

t to the corresponding

Residue Division

column is expressed as a residue w
modulus.
2.1.4 Modular Multiplicative Inj

The multiplicetive inverse, MINV, ¢

modulus m is the smallest positive

AXMINV = 1 mod m.

Division can be performed

the multiplicative inverse of the divisor.

works when the division is exact (J

is not a multiple of any of the mofuli.

Iure.

uires a mixed radix conversion

multiply, subtract, and test procé
is quite awkward since the test re
(Szabo and Tanaba, 1967).

2.1,5  Conversion Using Chinese |

number su

by mleig
ho remaind

Lon

can

Rema inder

f a number A for a

ch that

lying the dividend by
This operation only

er) and when the divisor
g division, using a

be performed, but this

Theorem

A residue number my be converted i

nto a decimal number

with a procedure based on the Ching¢se Remainder. Theorem. When

applied to these particular moduli

regults:

the foll

owing conversion formula




mod (SG*RS + 120*3.’ + 105%R_, 280)
where MOD(A, B) is the least positive remainder of A divided by B,
and Rs, R7, and Rg are the respective residue digits. The result of

the addition, 1 1 2, converts to 106 in deciwval. If the sign is

. represented implicitly, then

If X > 139, then X 1s replaced by X - 280.

2.1.6- Evaluation of Polynomials by Table Look-up

2
P(X) =X -X+1

Residue Moduli ] 7 8
0 [ AR NN NENRENY] l 1 1
1l sesvnnnse + 1 1 1
2 seesessee 3 3 3
K SO 2 0 > ?
4 ¢0;.o‘ooo 3 + 6 5
5 eesvcnses 0 5
6 sisecnsee 3 7
T veeeseasns 3

-Figure 2.4. Polynomial transforms by table look-up.

12




Tables like that shown in F

[g. 2.4 cdn be constructed to

perforn integer polynomial transforms. SThe tﬁbles for the transfora

X2 - X + 1 are shown.

encoded into residues, and then each

the appropriate table.

regidues.

result (noted by the arrow in Fig. 2;4) 1s 1.

To perform a

If X is 11,

The first digit is used t

transform

then this

b index the leftmost table.

s & number is first

residue digit is used to index

is 1 4 3 in
The

The rest of the

digits are translated in a similar manner. The result, noted by the

arrows, is 1 6 7, which, upon using

2.1.7

Residue to Mixed Radix Conversion

the conversion formula, fs 1lil.

Moduli 5 7 8
a. + 1 6 7
° =1 =1 =1
0 "5 6
x3 x5
1 6
a -+»
& =1 =1
0 5
as +» x 7
2 3

Figure 2.5. Residue to mixed radix conversion.

13




The conversi~n from residues to a mixed radix number system
is sinpler than the technique based on the Chinese Remainder
Theorem. This conversion, as*shown in Fig. 2.5, can be performed
with éesidue érithmetic. It is based on Euclid’s base conversion

algorithm and involves a cact-off and divide procedure.

The operations in the mixed radix conversion can be
performed by polynomial crausforms of the form P(X,Y) = (X-Y) x -,
where X is a modular resulc, Y is the modular resplt to be

subtracteq, and C ig cthe multiplicative inverse indicated below.

If the residue number to be converted i8 1 6 7, then 1 1 1
would be subtracted from this to give 0 5 6, The 0 indicates that
this number, i.e., the weighting factor of ay 1s exactly divisible.
by 5. Rather than dividing by 5, the remaining modular results ate
multiplied by the multiplicative inverse of 5 for each of the
remaining ..oduli. The mndulus 7 digit 5 s multiplied by 3, which
is the mmltipliéative inverse of 5 for modulus 7 since
(MOD(5%3,7) = 1. Similerly, 6 ts mltiplied by 5. The result 1is
16. 11 1s subtracted from this to give 0 5. To divide this by 7,
the 5 18 multiplied by 7 which is the sultiplicative inverse of 7

for modulus 8.

14



The numbers 3, 1, and 1 da
subtracted are the coefficients of]
number system.

The weighting factp

coefficient is the product of 1 an{

moduli. 1In this case,

X = 1e5ATH 4

Thus the residue number 1 6 7 is eﬁ

radix, which is equal to 3%35 + 5%

If the sign 1s representedl fmplicit

If ap > 3, then X is

2,2

Table Look-up Method for Modular Ar

2, 8, a

d a,) vhich were
Ir‘in a mixed radix

the nuamb
1 agsoclated with each

all .he |previocusly zeroed

#5%o
1%5 ai +

uivalent [to 3, 1, 1 in mixed

4+ 1 = 11l in decimal.

ly, then
by X - 280.

replaced

ithmetic

In table look-up arithmet

the two numbers x; and y; Which ar

c‘the bi

ry representation of

to be a:£ed, qubtracted, or

multiplied are used as addresses t¢ a ;andomnaccecs memory (RAM,

ROM, etc.), and the word read from
difference, or product. For examp]

each will require 8 address lines 4

words in the memory. Each word wil

carry bit is needed). Fig. 2.6 shqws this o

1

thezselected address ie the sum,

e, to add| 2 numbers of four bits,
nd #111 then address one of 28
1 nped to| be of 4 bits (5 if a

peration




diagramatically. A multiplier is essentially the same except that
for ordinary binary arithmetic the product can be as large as

8 bit. .

Memories of this size are readily avajlable and operate at
address to output delays less than 50 nsec. On the other hand, if
16~bit binary arithmetic is desired, the memory requires 32 address
lines and 32-bit words to represent the ;roduct of 16-bit binmary
numbers. The multiplier in this case would require 232 y 33 = 237
bits of memory (= 1.4 x 101! bite). This would be totally
unfeasibie at the present time. Thus, for ordinary binary

arithametic, table look-up methods can rarely be used.

* ¥ s Y Number of Bits
Required
4 4 r 4 4
1024-8it 2® Words 2048-Bit 2° Words
Memory S Bits per Word Memory 8 Bits per Word
Z=x%2Y Z =%y,
Figure 2.6a. Adder or subtractor Figure 2.6b. Multiplier
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On the other hand, using mpdular representation of numbers,

£
table look-up methods become quite attractivé. In this case,

arithmetic is done independently fof each of
within the moduli can be representefl by bina:

about 7 or 8 bits. For example, a

moduli of decimal values x; * 101, 03, 107,

which can be represénted b&

numbers represented by the moduli 1

r
R=1
i=]

Alternatively suitable sele

and 5-bit binary coding are

6 bit

5 bit

Figure 2.7, Six and five bit coding.

7-bit

£

x, =1,

i

ctions o

X; = 64,

Range =
i1

17

y x 10

the moduli, and numbers

'y codes of less than

dular processor might use

téd aboy

12

109, 113, 127, each of

nary numbers. The range of

e is

f moduli gepresentable by 6~bit

7, 53, 49




If an increased range R must be represented, these 5~ and 6-bit

moduli sets can be increased to a large number of moduli.

Direct table look-up additiom, subtraction, and
multiplication using modular numbers representable by 5-, 6-, and

7-bit binary codes require table look-up memories of

5~bit codes, memory = 210 ¢ 5 bits, range = 2.7 x 10a

6-bit codes, memory = 212 5 6 bits, range = 3.4 x 1010

' 7-bit codes, memory = 214 x 7 bits, range = 1.7 x 1012

In the United States (and Japan), 35— and 6-bit arithmetic is readily
feasible using existing ROMs, PROMs, and RAMs. Seven-bit
implementations are still possible but somewhat more difficult with
available LSI chips. VLSI is, of course, rapidly giving increased
memory -sizeg which will ease the memory size problen.' Soviet
authors write that modular arithmetic makes table methods very
attractive and, in particular, are partial to "optical holographic"

digital memories for use in modular arithmetic computers.

Akushskiy (1968 & 1970) observes that the table for
multiplication can be reduced in size by exploiting the symmetries
that occur. For example, he notes that the occurrence of zero for

either operand @, or g with resultant zero output can be detected

18




|
separately and that a renumbering bj chi remafining tables can be

presented as shown ia Fig. 2.8.

Y

6 5
N
6 1 1 2 B
8, 5 2 2 4 B
4 3 3-°6 P

Figure 2.8. Reduced multiplication table for modulo 7 multiplcation.

This modification reduces the table|look up size by a factor of 4,
as illustrated in Fig., 2.8, He alsg suggests| that an additional
factor of 2 can be achieved by explgiting the| symmetries that occur

about the principle diaéonals of the multiplication tables.

‘ Akushskiy also obserw;a:. that féot: addirion, 2 different
approach involving a type o' “ternaty" ;ancoding of the bite of ai‘
and B, are the binary emcodisg of the modular numbers. He finds
that instead of 220 table ¢.trizs for n bit numbers, the number of

table entries can be reduce. ¢ lesg than 3™

19




In order to use the table size reduction teéhniqueé for
both multiplication and addition, a special encoding is described
which facilitates the addressing of the reduced look-up tables.

This encoding is 1llustrated below for modulo 7 encoding:

<
2 -

D .
1git A Digit v  a
1 0 o1 & 1 1
2 0 10 5 110
3 0 11 6 1 o1

Recovery of the normal binary weighted code can be achieved

- by inverting the digits of @ when y = ] and adding an appropriately

weighted number. The weight of v is

, R 0 |
G, = Py + 1-2

In our example, since p, = 7 (modulus 7) and n = 3 for 3-bit binary,
3-1

Gv =7+1~2 = 4

Therefore, binary 4 1s added to the inverted bits of @ for those

table entries in which v = ],

20



, digit 4 v =1, o|= 11, bec
Thus, _digit 5 ve], af= ﬁO, beg

1 ‘
digit 6 v = ], a |= 0l, bed

i

As a result of the special coding,

omes binary 100

omes binary 101
omes binary 110

it is easy to address

the reduced multiplication table ij table Iook-up operations. It is

also easy to convert to normal bingry coded

implementing addition or subtractign. Much

numbers for use in

emphasis is given in

Soviet writing on the suitability of table look-up methods for doing

modular arithmetic which suggests that a lot

to improve the hardware implementation asped

Akushskily also discusses thods fo
modular addition and multiplicatioh using mg

binary adders. In this method, th modular

of work has been done

ts.

r implementation of
difications of ordinary

numbers are ffirst added

as in norqal binary, and then a co radtion term is added to the

result., The correction term when heeded is

conditional, based on

the overflow bit from the binary adder. Once modular adders for the

necessary méduli are available, éepeated add
operations will yield the modular prodﬁcts.
whether this method has been imple nt?d in
it appears véry interesting for 1ijeﬁentat1

in VLSI.

{tion and correction
It is difficult to tell
the Soviet hardware, but

on of modular arithmetic




Two other methods for reducing the size of tables needed in
modular srithmetic units are discussed by Soviet authors. In one
case, a so-called two-stage system is proposed in which, for
exﬁmple, 1f arithmetic modulo 127 is needed it can be carried
through arithmetic using several nmalle; moduli; that is, moduli
5, 7, 8 would be sufficient for addition of numbers modulo 127,

- since the largest value of the sum Hould‘be (2 p; - 2) = 252 and the
range of a system modulo 5, 7, 8 i8 5 x 7 x 8 = 280, If
multiplication is necessary, the maximum range is

(pg=1)2 = (126)2 = 15,876 snd it is therefore necessary to {nclude
more moduli for the second level; that is, moduli 5, 7, 8, 9, 11
which would give 8 range of 5 x 7 x 8 x 9 x 11 = 2,,720, This
method for reduction of table ﬁize for table look—up hardware looks
very efficient from the tsble-size point of view, since it reduces
the required memory size by orders of magnitude. However, between
each add or multiply it is necessary to correct the set of residues
in the second level of moduli. ' This problem is discussed by
Ahushkiy, but details of the implementation are not understood (by

the authors of this réport) at present.
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Address Cont Addréss Cont Address Cont
000000 X000 101010 X013
000001 X000 101011 Xoo1
000010 X0DO 101100 X110
000011 X000 101101 X100
000100 X000 101110 X010
000101 XDDO 101113 00X
000130 X000 110000 X000
000111 00X 110001 X110
001000 X000 1310010 X101
001001 X003 110011 X100
001030 X010 110100 X013
001011 X011 130101 A0I0
001100 X100 110110 X003
001101 X101 310311 200X
001110 X110 111000 000!
001111 00X © 1111001 300K
010000 X000 111010 000X
010001 X010 111011 00X
010010 X100 111100 00XX
010011 X110 113101 O
010100 X001 311110 X0
111111 XO0X
Table 2.1: Modulus 7 Multiplication

Address Cont Address Coni
000000 X000 101010 XpOO
000001 X001 101011 X001
000010 X010 301100 XD1O
000013 X011 101101 Xoui
000100 X100 101310 X100
0003101 X101 101111 X0
000110 X110 110000 X110
000111 DO 110005 X000
001000 X001 110010 XDO1
001001 X010 110011 M010
001010 X013 110100 XD1%
001011 X100 110103 X100
001100 X101 310110 X101
001101 X310 110311 2000
001310 XpdO 111000 2000
001111 00X 111001 000
010000 X010 111010 30O
010001 X031 1311012 X000
010010 X100 111100 000X
010011 X101 111101 200X
010100 X110 111110 00X
i 111111 200

Table 2.2: Modulus 7 Additon




3.0 FCRTHER DEVELOPMENTS IN RESIDUE ARITHMETIC
The jurpose of this section is to develop a background in
the mathematics relevant to residue arithmetic and its application

to computers,

3.1 Residue Arithmetic -

As typically propqsed, one selects a large ligst of distinct
prime numbers Pl» P2s o o .‘ » P and in ‘order to add or multiply
two integers, one adds or multiplies their respective residues
modulo each of thoﬁe primes to get the description in terms of
regsidue clagses of the sum or product (for details see section
2.0). The latter uniquely characterizes the sum or product, up to
the ambiguity of adding' an integral multiple of P = Pis P2y v ¢ ¢ »
pr + If P 1s adequately large, there is no particular difficulty
at this juncture. If there are a very large number of arithmetic
operations, then any ambiguity can be awkwa;rd and has to be ;'esolved

by some internal procedure sénaitive to overflow.

1f, in advance, we have a rough idea of the magnitude of
the end quantity we are seeking, the overflow in the course of a
computation 1s no problem at all~~it all comes oq't in the wash at

the end. So for ordinary arithmetic, where there is no concern
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about overflow, residue arithmetic i

procedure.

By ordinary arithmetic, we
multiplication. As for subtraction,
followed by addition. Division, in
and questions about the £elative ma
difficult to handle when the number
clagsses. There is a scheme to hand]
computer, that does only residue ari

mixed radix system" (see section 2.

This conversion is relatively'costlj

|

s a perfectly satisfactory

mean addipion and

it 18 jubt multiplication by =l
general; is not easily possible,
nituge of two numbers are quite
arg.described by their residue
e tﬂis, within the capacity of a
thmetic, c#lle& "conversion to
and Szaba & Tanaba, 1967).

f iﬁ,terms of hardware

implementation, but with its availahility, general divisiog,

. scaling, and overflow detection can

be bandleﬂ.

Western computing technology hhs grown up being driven

largely by a fixation with ordinary

or Archimedean arithmetic.

Given the enormous strides in chip 4nd related technologies, it will

probably persist in these directionsg, largely

investment already in place. While

because of the capital

theﬁe has| been a substantial

theoretical investigation (Knuth, 1#69)Iof the principles of modular

arithmetic as applicable to compute)
down that avenue were probably inev:
(Nussbaumer, 1981).
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 design, fthe decisions not to go
[table a long time ago




This is by no means to suggest that a technologically
informed society, starting out afresh on the problems of computer
design and conversant with the principles of residue arithmetic,
migﬁt not succeed in overcoming gsome of the serious problems
attendant on its use, and develop in whole or in part, a perfectly
" acceptable format for computation along these altogether different

lines.

Residue arithmetic does have some.aepeéts which are
pecdligr to its setting. These appear to be the objéct of
signifidant investigation by the Soviets, and in the remainder of
this sgction we will attempt to describe what we think they are up

to, with the appropriate mthematical underpinnings.

3.2 Application of Residue Arithmetic to Complex Numbers

One of the Soviets’ major concerns seems to be the
applicability of’the ideas of residue arithmetic to complex
numbers., With ordinary residue arithm;tic in hand, one can, of
course, carry out residue arithmetic on complex numbers simply by
treating the real and imaginary parts separately, as ve
conventionally do. There is, however, a much better way of
proceeding which enables us to regard the complex number as a single
entity, rather than mde up of real and imaginary parts. This othe?

way depends on the theory of factorization of complex "integers,"
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developed long ago by Gauss (Maclang, 1980) ﬁnd perhaps not as well

known in the computer community as [t should be.:

The objects with which we phall be dealing are the Gaussian
integers m + ni, where mand n are4:rdinary ntegers and 12 = '13
T@e theory of factorization of Gausgian integers parallels, in the
main, the corresponding statements Eoriordi ry integers. Thus,
every Gaussian 1nteger'may be factored;uniqg ly into a product of
Gaussian primes, up to‘the ambiguity of the Gaussian units #1, 3.
And if a Gaussian integer is divisibple by two relatively prime,
i.e., having no common factor, Gauspgian 1ntejers,~it is divisiblekby

eir residue

their product. Some Gaussian integers and t

representations are listed in Table|4.1 of section 4,0 below.

The first question, then, ls what are the Gaussian

primes? They are described as follpws:

(1) A rational prime{p of the form 4n + 3 is also a
Gauselan prime.
(2) A rational prime|p of the |form 4n + 1 factors

p=(a+bi)a~ bi); and p + bl and a - bi are

distinct Gaussiap primes not differing by
multiplication of a Gaussian unit, Note that
(b+ail) =(a - i)i; g0 b + ai differs from

I
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a = b by only a unit mltiplication. Wg note,
for erzmple, that 5 = (2 + 1)(2 - 1),

(3) The rational prime 2 splits, 2 = (1 + 1)(1 - 1),
but (1 - i) = (1 + 1)i, so we get only one new

Gaussian prime, 1 + 1.

This completes the description of Gaussian primes. A list of some

Gaussian primes is given in Table 4.2 in section 4.0 below.

For a ration31 prime, say 7, the residue classes are
typically described by 0, 1, 2, « + « , 6. What then, is a
description of the residue classes for a Gaussian.prime? qu a
Gaussian priﬁe that is an ordinary prime of the form p = 4n + 3,
there are p2 residue classes, one for each choice of the residue
class of real and imaginary parts. Multiplication of residue
classes then involves the usual separation into real and imaginary
paris, with the‘attendant extra hardware for computer

1mp1eientation.

For a Gaussian prime of the form a + ib, where a2 + p2 = Ps
an ordinary prime of the form 4n + 1, the residue classes are easily
seen to be described by the uumbers O, 1, 2, « « « , p = 1, with
addition and multiplication of residue classes takes modulo p as for

the usual real residue arithmetic described in section 2.0. The
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residue classes for the prime a - 1b

tables used for arithmetic look-up I
P

mod (@ ~ 1b). The pairing of the

several advantages beyond the one just noted.

example, the residues of the Gauss

integer

are the Jsame, so thg same
d {(a + 1b) suffice for look-up

mes 3 + 1b and a ~ 1b has

If we know, for

(n + in) modulo both

of a + 1ib and a - 1b, thenvwe automatically kxjpow the residges of

(m - in), the complex conjugate.

and 2n, as well as the residue of md

the residues of 2m and 2n, we can find easily

B, the real and imaginary parts.

3.3 Implementation of Residue Arithmetic

ce, we know the residues of 2m

+ nl. Add

Iitionally, if ‘we know

the residue of m and

Using Complex Numbers

Actual implementation of residue arif

numbers might be achieved as follow

. Pick a

thmetic for complex

suitably large set of

rational primes p), py, . . ., Py, @1l congryent to 1 modulo 4.

Set P = Pls P2y » + » 3 Pke .Set Pv ™ (év + 1

carry out residue arithmetic with the sét of

ay + ib, and ay - ib, + Fora gi:rn Gaussi
t

relatively straightforward to find

v @y - ﬁ)v). We will
ussian primes

n integer it is

& residues for ‘eac.h of the

Gaussian primes in our list. The prpcedure is as follows. Given a

Gaussian prime a + ib, let a~l denode tie inverse of “a" modulo

p= a2 + b2 . Then the residue of o + in modilo a + ib s the

residue modulo p of m + a~lpn, Each

Gayﬁssian

integer lying in the

square centeres at the origin of sidL: P.- 1 18 uniquely identified
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by its residue modulo each of the Gaussian primes in our list. P
must be suitably large enough so that overflow into adjacent boxes A
is not a problem. It is worth noting, however, that if the answer
we seek 1s known, in advance, to lie in the squarevabove, then
overflow in the course of a long computation does not affect the
validity of the answér. With the residues of (m + in) all known,
there is a Chinese Remainder fheorem enabling us to compute (m +
in), but this calculation aust be carried out in Archimedean
arithmetic. However, by using the device known as the mixed radix
representation, a large part of the calculation can be performed on

the residue arithmetic computer (see section 2.1.7).

It 1s not as well known as it should be that the mechanisms
of circular éonvolution and fast Fourler transform can be carried
out at the level of residue arithmetic, The available literature,
such as Nussbaumer (1981), seems to suggest that tﬁesé devices are
exploitable only for veryAapecial choices of primes and length of
circle. The truth of the matter is, however, that these
computational ploys may be exploited with only mild restrictions for
arbitrary primes and circles, both for real and complex residue
arithmetic. This fact strongly suggests the broad applicability of

residue arithmetic to signal processing.
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3.4 Further Comments on Redu ing the S

lze of Look-up Tables

The Soviet literature also imtroduces a clever device for

carrying out real residue arithmetiic modulo

of residues modulo a collection of smaller

particularly effective in reduci
concerned only ﬁith addition. - In [principle
for multiplication, but we have n
savings in table look-ﬁp size.can
section 2.0). We do want to note [in passin

real residue addition works equallly well fo

addition.

Pethaps becaugse Soviets are aware

multiplication, or perhaps becaus thf‘gy are

possibilities, they have describe an%alter
saving memory space in case of mu
that ev

consider. The basic idea is simp

there is a satisfactory notion of ogérithm
prime. For our purposes, we firs
procedure for labeling zero, and

clags by zero. This is, after all

concentrate on multiplication of #wo non~zef

ps The essential fact is that the non-zero

look-up f

a large prime in terms
primes., Their device is
table sizes if one is

., the device also works

seen how a really substantial

be realizId in this case (see

that the device for

r complex residue

bf the problem with

exﬁloring all

no greaf

tive procedure for

iplication, which we now

n in residue arithmetic

Let p be an ordinary

suppose we have a satisfactory

ing multiplication of a residue

t task, So we will
o residue classes modulo

regidue classes modulo p

form a cyclic group. That is, there is a residue a (not unique)




such that every residue class is uniquely of the form ak for some
integer k, O < k<p=-1. a shall be picked once and for all for
the prime p and then every non-zero residue class is uniquely
labeled by its logarithm k . If one residue has a logarithm k
and a second k’ then their product has logarithmb

k+ k’ (mod p - 1) . Multiplication is thus reduced to addition
modulo p - 1. And the addition can be handled by factoring p - 1
into relatively prime faccors~and adding up residues modulo each of
these factors. If some‘of>the'factors are large, which would
require a large lookﬁﬁp table, then ihe second-stage residue device

alluded to earlfer can additionally be applied.

The procedufe for multiplying descfibed just above works
equally well for complei residue arithmetic and, in fact, givesAua
some additional freedom we did not have prgviousiy. Let p be a
ordinary prime of form 4n + 1., Then p factors p = (a +)1b)(a - ib),
and the residue classes of Gaussian 1n£egers modulo (a + 1ib) nay be
selected as residue classes of 1nteg§rs modulo p; that § , 0, 1, 2,
e« s+ 5 p= 1. Then as wag the case for reai fesidue a; ithmetic,
the non-zero residues have a logarithm, and multiplicati : is

reduced to addition modulo p -~ 1.

But additionally, if p is an ordinary’prinevof form 4n + 3,

then p is a Gaussian prime; and the residue classes modulo p fall
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into 92 classes, the residues sepanatély of real and imaginary

part. If we throw away zero, the femaining p2 - 1 residue classes

form a cyclic group, so there is a|residue qlass a (of Gaussian

integers) modulo p so that every ngn-zero residue class is uniquely

of form c?, 0<k« p2 -1, k pow playing the role of

logarithm. The log of a product i3 the sum of the logs modulo

p2

- 1, so mltiplication is reduped to addition modulo p2 -1,

Moreover, the use of logarithms does rot rej:ire us to multiply by

considering the real and imaginary parts se

rately.' Hence, from

this point of view, primes of the form 4n +|3 are just as good as

primes of the form 4n + 1, and for|the formdr type, a large number

of factors of p2 «~ 1 might make thrn especially desirable.




4,0 USE OF GAUSSIAN RESIDI .RITHMETIC

4.1 Int toduétion

It is not difficult to find residues of a given Gaussian
integer (m + ni) for each Gaussian prime (a + bi). Let the residue
be x, and let the symbol X represent "modulo." Now

x=(n+ni) Z (a + bi) 18 the desired result. Thus,

x(a ~bil) = (m+ni)a -bl) X (a +bi)(a - bi)

x - xbi = [(am + bn) + (an ~ bm)i] X p

where p = a2 + b2, Let a~la X p = I, that s, a~! 1s the
multiplicative inverse of a, taken module p. Then

xaa~l = x = (aa~ln = a~lpn) 2 p, of x = (m +2~lbn) % p. For any
given p and particular choice of root, a~lp is, of course, unique,
80 it my be designated as a~lp = k;' (and for the other root, let
k; - a"'lb), 8o that x = (m + k:n) Z p. Conversion from the
Gaussian numbers to their residue representation is therefore very

simple. For example, we ccmpute (1 + 21) Z (3 + 21):

34




'a = 3
b= 2
p=13

a1 =9 (stnce 3.9

213 =27 213 =1)

k'i'3 =9,2%13=18%13 =5 and kT, = 8

then

13

xt = (m + Sn)‘z 13 jand x~ ={(m + 8n) % 13

xT = (1+10) 213 ] 11: and |[x" = (1 +16) X 13 = 4

xt w11

nd x" = 4

The conversion from Gaussian resid
accomplished in the usual way usin

via a mixed radix representation.

ue to Gaugsian integer form is
g the Chinese Remainder Theorem or

It is much more difficult than

the conversion into residue form Oseeiségtiun 2.0).

4,2 Example of Gaussian Residue Arithmetic

To illustrate Gaussian szidpe arithmetic, consider

representing Gaussian integers in lresidues modulo (2 + 1), (2 - 1),

(3 +21), and (3 - 21)., The conversion is }llustrated in

Table 4.1. It is derived as descr

addition is demonstrated.

ibed above. Now using the table,




TABLE 4.1
Residue Representation of Gaussian Integers

Gaussian Residue Representation

Gaussian Integers p=>5 p=13
(real + imag 1) 22 +4) %2 -1) 2(3 + 24) X(3 - 21)
n + ni (m F 3n)25 (m+ 2n)Z5 (mw + 5n)Z13 (m + 8n)Z13

01
11
21
31
41
51
61
71
81
91
101
114
124
124
114
104
91
81
71
- 61
- 51
- 41
31
24
11
01
1i
21
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TABLE 4.1{ (Cont’d)
_ Gaussiap Residue [Representation
Gaussian Integers p=3 = 13
(real + imag 1) (2 + 1) %2 - 1) 23+ 24) (3 - 21)
m+ ni (m+ 3n)Z5 (m+ 20)%5 (m + 50)%13 (m + 8n)%13
-2 =~2i 2 4 1 8
-2 =11 0 1 6 3
~1 01 4 4 12 12
-1 11 2 1 4 7
-1 2 0 3 9 2
+ -1 31 3 0 1 10
-1 =21 3 0 2 9
-1  -1i 1 2 7 4
Gaussian Resiflue Additfon:
Module (2|+ 1) (2F &) (3+21) (3 -2i)
(1+21) + 2 0 11 4
+ (=2 + 1) > +1 +0 +3 +6
= (-] + 31) + 3 0 1 10
%5 %13
Similarly, a multiplication example is illustrated below:
Iy {




Module (2+4) (2=4) (3 + 21) (3 - 21)

1+ 1) s 4 3 6 9
x (1 + 1) > x4 x3 x6 x9
= (0 + 21) + 1 4 10 3
v U gy ——

%5 * 213

Assume we wish the residue of the nagﬂitude squared of a Gaussian

integer:
Module (2+1) (2~4) (3 +21) (3 - 28)
(1 + 1) + 4 3 6 9
x (1 ~ 1) + x3 x4 x9 x6
= (2 +01) +* 2 2 x2 x2

Note that since we know a priori that the imaginary part is zero, we
need only do one of the indicated modular multiplications since. the

results will be identical for all the modular multiplications.

In a similar manner, extracting the real or imaginary parts

is a straightforward task:

(1 + 1) + 4 3 6
Helt 1) . 4
(0 + 21) + 1 4 10

Multiplying by (21)-1 +> (1, 4, 4, 9),
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(0 + 21) 1 4 10 3

x (0 + 21)-1 x1 x4 x4 x7
(1 +01) 1 1 1 1

produces the desired imaginary part. -

Archimedean and Gaussian [primes up|to 149 are listed in

Table 4.2.




Archimedean Primes

TABLE 4.2

(n

(3)

(2 +1)
(7)

(11)
3+ 21)
4 +1)
(19)
(23)

(5 + 21)
(31

(6 +1)
(5 + 41)
(43)
(47)

(7 + 21)
(59)

(6 + 51)
(67)
(71)

(8 + 31)
(79)
(83)

(8 + 51)
(9 + 41)
(10 + 1)
(103)
(10 + 3i)
(7 + 81)
(127)
(131)
(11 + 41)
(139)
(10 + 74)
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Gaussian Primes Less Than 150

Gaussian Primes

(1+141)

(1)

(31)

(2 - 1)
(71)
(111)

(3 - 214)
(4 - 1)
(191)
(231)

(5 ~ 2i)
(311)

(6 - 1)
(5 - 41)
(434)
“471)

(7 - 24)
(591)

(6 - 51)
(674)
(711)

(8 -~ 31)
(791)
(831)

(8 - 54)
(9 - 41)
(10 - 1)
(1031)
(10 - 31)
(7 - 81)
(1271)
(1311)
(11 - 41)
(1391)
(10 - 71)




5.0 A SAMPLE PROCESSOR USING d

One of the most intensivel

processing is the Fast Fourier Transform (FF

the potential of the new Gaussian negi&ue me

we have sketched out a design of a

AUSSIAN Rl

y used alj

casecade F

tSIDUE ARITHMETIC
porithms in signal

). In order to explore
thods discussed abové,

T processor in the

style of Despain (1974) but using Gaussidn residue arithaetic.

The FFT calculates the diqcrete Fourier transform

N-1 kr

A:-Z BW.
& kN

This expression can be converted td
(1965), Despain has worked out an
of the FFT that is well suited for

the FFT

efficlent

our’ purposes.

form of Cooley & Tukey

pipeline organization

The pipeline structure shqwn ;n Figures 5.1-5.6 is derived

by Despain (1974) and consists‘of onlyithe three modules shown in

Figt 501‘




N2

N4

RO

BF

CORDIC

Figure 5.1. Despain Cascade
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Basically, the operation of the processor is as follows: The first
butterfly (BF) module allows the input a to pass unchanged into
the shift register of length 22~1 until it 1s fxll. At that point,
the :lncom_ing data and the Vdata in the shift register are combined in

a 2-point DFT:

bi -m1+ui+2 "
‘1'0,...,.2.-1

b, +N=a -a +N

S 4 i 17

The b, are sent to the CORDIC rotator module which applies the
proper rotations ‘(twiddle factors), while the bi +-§ are sent back

into the shift register. When all g 2=point DFT’s have been

computed, the ’l’.\1 +-§- are allowed to pass out of the shift register
into the CORDIC rotator. The operation of the next butterfly module

is similar, except that each input datum is combined with one %

awvay. The entire computation is completed after n = logy N
stages, where one stage consists of the butterfly module, CORDIC

rotator, and shift fegister.

The Gaussian residue technique is well suited to this
calculation as 1t consists of only complex multiplications and
additions. The input need only be converted into Gaussian residue

form; all calculations can then be performed in this systeam. Then,
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if necessary, the numbers can be cohverted from the Gaussian residue

to binary or decimal representationi

Because we wish to minimiz[ mltiplications because they
t

lead to long results, we will conve.

the FFT cascade into a base —~8 V

FFT cascade. This changes onl_jr thej CORDIC rotators by specializing

them. To obtain a FFT processor fof N -.64, we then need a pair of

base -8 pipelines, with a CORDIC rofator cépdble of performing a

multiplication by all 64 rboté of upity. This multiplication

doubles the required number of bits

neaded tc represeunt the

signal. Assume we start with 8 bits. Since lall of the computations

in the residue representation must
and since scaling is impossible, we

precision so that we can represent

be done ag integer operations,
must carry enough bits of

pur answerns exactly, eveu though

there is only a 1 bit increase in'rLal precigion per stage, which

means that at most 8 + 103266 = 14

pits would be meaningful., Of

course, we would right away realize| that we g¢ould not represent the

64th roots of unity exactly, and wohld;round these off at 9 bits

(since they are applied after the 3pd étage). However, this would

imply that the central twiddle factpr ﬁultip]y and the two non-

trivial twiddle mltiplfes internall to the b]se 8 pipelines would
n

require an extra 9 + 11 + 12 = 32 blts; bri

ing the total to

14 + 32 = 46 bits. This would be ihefficient and costly.
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However, there are ways around this problem. For this
example, we will set our sights a little lower and derive a
processor which will gua‘rantee 6 bit precision in the output. The
methods derived in Despain (1979) allow us to use small integer
approximations to the rotations at the cost of introducing a
constant complex gain into the final results. We achieve this by
using a 4 g. rotation internal to the base 8 module. To minimize
the number of bits which need to be carried through the computation,
we need to find complex integers of the form x + yj whose
arguments approximate the angles we wish to rofate by to the
'accuraéy desired, and for which x and y are smll.A
Multiplication By an x +yj will perform the desired rotation and
will introduce a known, correctable gain. To rotate by the same '
angle in the opposite direction, we multiply by x - yj . A
computer program was written to éeatch for these integers and
produced the results shown in Table 5.1, Some small integer
approximations to other useful angles are also included. From the

table, we choose 2 % j for the *.‘15" rotators for 6 bit accuracy.

For the central rotation between the base 8 sections, we
must find small integer approximations to the rotations
n ;2- n=0,1, ..., 8 with the added constraint that the gain
introduced by all of these rotations must be a constant tg within

6 bit accuracy. Again, a computer program was written to search for
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integers with these characteristich. iThe results are shown in

Table 5.2.

TABLE 5.1

Small Complex Integer Approxinatiow: to Rotations
angle X y ccuracy(bits)

*/8 2 1 6.4

5 2 9.0

12 5 11.5

29 12 14.0

70 29 16.6

n/16 4 1 7.0

5 1 12.5

111 22 13.1

136 127 14,0

156 . 1 15.0

171 34 . 16.2

/32 1 0 - 6.0

7 I 7.1

9 1. 8.9

10 1. 12.0

51 5. 13.7

61 6 1545

132 13| 19.8

TABLE 5.2
6 bit approximations t n%&i-with gain of 14

a x| y

0 1 0
1 1 2
2 1 - 2
3 1 5
4 1 5
5 1 7
6 1 7
7 1 9
8 1 10




To determine tﬁe number of bits we now require to avoid
overflow, we now need to find the maximum gain due to multiplying by
. the set of numbers we have jgst chosen. For the ¢+ %» rotations,
the gain of 2 % § 4is 2.236. Thus the dynamic range requirement
due to multiplieg is given by the product of thié gain and the gain
for the central multiply. In our case, this product is equal to 70, .
which corresponds to a 6.2 bit gain. Thus, we need a dynamic range
of 6 + 10326& + 6.2 = 18,2 bits in all. From Table 4.2 we choose
the primes 61, 53, 41, and 37 whose product is 4.9 x 10% which
allows a dynamic range of 22 bits. We need the primes to be less
_than 26 since our PROMs have only 13 bits of‘addreas\and two data

inputs are required for an add.

This design requires approximately 200 chips to realize a
6 bit, 64 point FFT processor with a processing rate of 40 million
complex samples per second. Due to the high chip count, this is not
an eséecially attractive design. . HoweQer, despite the 1§rge chip
count, the latency is small and thus the design could be useful in

critical applications.
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6.0 SYMBOLIC COMPUTING

6.1 Introduction

The basic idea of symboli|
ra-ther than "fast." A computing p
a number of ways. At one extreme,

will be employed by the programmer

r comput is to compute "smart"

J
roblem can generally be solved in
a siui)le algorithmic formulation

L and the jmachine will compensate

with massive numerical calculations. At the other extreme, the

simple formulation will be subjectpd to extensive symbolic reduction

in order to reduce all numerical chlculation as much as possible.

What is being suggested here is that the computing machine can and

will be employed to do the symboli

manually performed. This has grea

situations, although human manual analysis d

resu;ts in less complex cases. An

in everyday computer programming pkactice.

any clever human programmer can pr
than can any optimizing compiler,
is not too complex. When the comp

large, however, optimizing complie

The critical idea is this

calculations, machine symbolic man

-~
M
-

reductiodn that is usually

L pc;tent:l.al in very complex
ften produces superior
eximple of this phenomena occurs
It is well known that
pduce more efficient machine code
ptméided that the programming task
lexiity of |the prograﬁuing task is

rs produce superior results.

<
b

For large, complex

[pullation of the programming task

1




might be able to radically improve the program. Iﬁ fact, what is
envisioned is that the statement of the computing task would be
submitted in mathematical form to a symbolic manipulating system.
The system would then process this statement of the computing

.. problem, formulate it, reduce it, and create an efficien; programe.
The program then wouid'be-compiléd, optimized, and executed in the
usual fashion. Because extensive symbolic manipulatibh hag been '
applied, radical speed improvements might result. At present, there

are no such systems (at least in the.ﬂést).

602 Histor!

The idea of employing an automatic machine to manipulate
aymbolg was credited by Pavelle et al. (198l) to Babbage and
Lovelace. Of course, Babhdge was the first to propose, in 1812,
automatic numerical calculation. While Babbage did build and
demonstrate numerical computers, he and Lady Lovelace only vaguely
speculated on the possibility of building a machine to manipulate
symbéls and to play chess. (Machine chess requires, of course,
symbolic manipulations.) A simple machine, constructed in about
1890, to mechanically play chess endgames was probably the first
machine to automatically manipulate symbols. However, its symbol~

manipulating capabilities were extremely limited.
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The use of a computer to

automatically and symbolically

manipulate a numerical computer pﬂogrgm to improve it was probably

first employed in compilers.

rearranging formulas, making use g

olle

Conpl

The result of even quite simp

ilers optimize programs by
f common ubexpressiona, and so

le optimizations is aometimes’

dramatic even though only very simple symbolic operations are

eaployed.

Computer'programsvdesignad specifically to manipulate and

solve mathematical equations began

.qu eiample, Slagle (1963), in his doctoral

created a program named SAINT to

to appear in the early 1960s.

diséertation‘work,

lve elementary symbolic

integration problems at approximatiely the level of college

freshmen. There are now many sym lié manipulation systems. The

wost developed is MACSYMA (Martin

Fﬁteman 1971). None of these

systems is yet capable of providing the radical improvements in

performnce we seek.

6.3 Language Issues

Classical mathematical ndtation 1is

not the ideal foram to

express the original calculation ﬂtobiem. Current work in computer

language theory indicates that an

fdeal language would be more

formal and precise than mathematical ﬁotati$n but would retain the

idea of statements with well-defined ﬁathemﬂtical properties.




Backus (1978), the father of FORTRAN, has extensively examined this
problem and has proposed the new language "fﬁ." Current research
indicates "fp" will be advantageous for mny kinds of programming
tasks, especially symbolic manipulatfon, but "f£p" has a significant

disadvantage in the awkwardness of its expressicn.

PROLOG 18 a language born in Frgnce, raised in England, and
adopted by Japan for its "Fifth Generati;n" computer development
program (Kowalski, 1979). It was created to be effisient in “logic
_ programming." As such, it i3 well adapted fo symbolic manipulation,
especially for theorem proving, and so on. Ig seems too weak in the
numerical calculation area to be suitable for the type of "radical

computing" we have 1ir. mind,

It appears that some new computer language.will be
needed. It might include, for example, the familiar expressive
style of classic mathematical notation as accepted by MACSYMA, the
formal properties of the expression of "fp," and the logical |
calculus features of PROLOG. There i1s much work to be doﬁ§ in this

area.

6.4 Current Development of Symbolic Manipulation Prbgrams

Modern symbolic manipulation programs have impressive

capabilities. They can solve complex mathemstical systems that are
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well beyond the capabilities of a

yet compete with first-class mathemagiciané

to handle simple, but massively trdious 8

exanple, manipulations of large p

and more mathematical knowledge ig being in

imost all

blynomial

programmers. They do not
except in their ability
bolic calculations, for
As :im? goes on, more

L

corporated into these

systems, so significant improvements are expected.

One of the most exciting

developuents in symbolic

manipulation programs is the capawility of these systems to produce,

automatically, computer programs |
numerical calculations are needed|
of such a program produced by MACH
to a partial differential equatiog
formulated, mnipulated, and redugd
program 18 a FORTRAN function thay
. calculation that will provide the
function is non-trivial and would

programming effort if it had been

thenselves|, whenever extensive:

Appendix A.l contains an example
JYMA to callculate numerical answers
s problem that had been
led symbolfically. The form of the
represents the heart of the

Note that this

numerical| results.

hav? required many man-hours of

produced by hand. A further

feature 18 that programmer-produced errors are avoided, and

- debugging is no longer necessary.

During the next few year

symbolic manipulation systems whi

» Ohe can expect new approaches to

will digplace the older systems

that have grown obsolete. SAINT 8 replacrd by MACSYMA, for

w




example.  One such newly developed system is SMP (Cole and Walham,

. 1981). It is just now starting to be distributed to outside users,
so it is too early to see if it is sufficiently innovative to
displace MACSYMA. SMP is written in the language "C," a very
popular language used for an exceptionally large class of
applications, and available on all sized machines from
microcomputers to mnxicomputeré. MACSYMA, on the other hand, is
written in a particular variant of LISP that is not generally
available. As mentioned above, symbolic manipulation programe are
beginning to produce programs themselves., SMP.produces numerical

~ evaluation programs written in this same language "C." MACSYMA
produces its program.in FORTRAN, a language efficiently compiled and
executed on almost all computers, but which is less expressive than
"C" and is more divorced from the hardware architecture of modern

computers.
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7.0 CONCLUSIONS

7.1 Residue Arithmetic

It would appear that so p&rts of the Soviet computational
mathematics community are setting out with dogged tenacity and
considerable skill to make residue arithmetic a working basis for
computer architecture. As we have noted before, we in the West are
probab;y alreadx conmitﬁed to Archimedean arithmetic. They, on the
other hgnd, are starting out afresh, without the same intellectual
or capital framework, to find a different path. it is not known
just how interested the rest of the Soviet|scientific community 1is
in this alterna;e method. Howevdr, the reams of publications and
tutorial materia; which enthusiagts are promulgating are a clear
indication of their determination. They are obv;ously bringing to
the attention of their engineeri aﬁd computer comnunitiés a circle
of ideas.from number theory and 1ge£ra, albeit mthematically
~ elementary, with which our computier §c1ent1¢ts are not generally

acquainted.

Some, though not all by nnyznaans. of the Soviet material
shows considerable ingenuity in ]ppljing number theory ideas to
C

computer design. It ig quite ¢ eiﬁable that after a period of

time, by dint of working hard and c&iativeky on these concepts, that
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they will come up with computers every bit as good as ours, perhaps
better for some purposes, poorer for others, but most strikingly,
vastly different than ours. Indeed, they may have already achieved
significant advances for certain classes of signal processing such

as filtering or FFT.

72 Symbolic Manipulation

Symbolic manipulation of user “programs,” or more
accurately user specifications, cquld turn out to be the key to
radical improvements in computing power.' The field is rapidly
developing, with ma jor developments expected in both the East and

the West.

The relative magnitude of the Soviet effort is
impressive. Appendix A.2 demonstrates the extent of their work.
Appendix A.3 contains a sample of this effort. Symbolic
manipulation by computer fits well with the Soviet style of computer
. science, and mathematical traditions (e.g., Mordukhai-Bottovskoi ‘s

work--for reference, see item 78 in Appendix A.2).

7.3 Final Remarks

It seems unlikely that the Soviets have managed to find a

new, radical approach to computing. However, they do seem to be

deeply interested in the two critical subjecte discussed in this
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report, residue arithmetic and symbolic co

are of intense, curreat research

or both will be an integral part df the next

uting. These two areas

m
terest, Ind it is likely that one

revolution in

computing, with the Soviets activelly participating in this

revolution.




APPENDIX A.]1
FORTRAN PROGRAM PRODUCED BY MACSYMA

The !olicwing FORTRAN was produced by MACSYMA, 1t represents the
‘interloop’ of a program to calculate the numerical solution of a set
of partial differential equations.

subroutine setmat{il, j1,Kl)i1d, j1d: 8% y22,h1,h2,N3,cf112,cf121,¢
1 F122,cf123,cF132,cf211,c#212,c$213,cf221, cf222, c$223,c$231,c+23
2  2)c#$233,¢$312,c£321, c£322,¢£323,c$332) '
ild, j1d,Kid are the dimensions of all arrays,
ilyj14Kl give the size of the problem
s is the input array of densities,
h1,h2,h3 are input difterences.,
X ¥:2 are the input arrays of coordinates.
quantities of the form cf ftollowed by integers are
the output arrays. Here we use the tonvention that
the difference form of the differential equation is
written as a sum over il, j! and Ki where
these indices run from 1 to 3 and each term in the sum
is of the form:
CFilgikiti, goKIegli~i142,5~5142,K-K14+2] :
real s{ild, jid:K1),x(ild, gid, K1), ylild, jid, K1), 2zti1d,j1dsK1),CF112
(ild, gldo K1), c#121Ci1d, j1dyK1 ), cf122(i0d, g1d,K1),cf123(11d, jid,
K1), cf132¢i1d, g1d, K1) cf211Litd, gldsK1), c#212¢11d, jid,K1),cP213
(i1dy j1d, K1), cf221(i1d, g1d,K1),c$222(ild, j3d, K1) c$223851d, jld,
K1), c#231(i1d, j1doK1),c$232(10d, g1d,K1 )}, CcF2330i1d, j1d,K1))c$312
Ci1d, ghdo K1), cf3214i0d, gid,)K1), c$322(41d, g)dsK1)},ct323(i1d, jld,
K1), ct332€i1d, g1d, K1)
real jac,gjacl, ac2, g -
acS.xl»xZ,xsoyl.y2.y3.z1.zzpzs.xxl,xlz,xla.xzz.xza.xaa.yll.ylz.
y13, y22,y23, y33,211,212, 243, 222, 223, 233, =0, 51, 82,353,311, b11, cll
.alZ.blZ.ctz.:la.blagclS.aZZ;hzz,czz.aZQ.b23,c23,:33.b33,c33
real ttl,tt2,tt3,tt4, ttS, tt5, 7, t¢8,t¢t9, 210, ¢t1,¢t12,¢¢13,t%14
1t818, 8816, 0817, 818, ¢¢19, 220, tt21, 122, tt23, tt24, £ 125, 1126, tt
27, tt28, £$29, t£30, tt31, t£32, £33, tt34, £33, tt36, t137, tt38, t139,
T340, T4, tT42, t143, tT44, tT45, t146, t147, t148, ££49, 150, 151
resl t$52, tt53, 154, 155, tt56, t 157, t£58, tt59, tt650, tt61, t$62, tt63,
1 tt64, t$65, t166, tt67, 68, 369, tt70, tt71, tt72, tt73, tt74, t£75, tt7
2 B,tt77,t%78, t¢79, tt80, tt81, tt82, t¢tB3, tt84, tt8S, tt86, tt87,¢tt88, ¢
8  t89,tt90, tt91, t£92, t193, t 194, £195, £196) t£97, $£98, tt99, tt100, tt}
4 01,¢¢102,¢2103,¢¢104,tt105,¢¢106
integer ild,gid, i1, gliK1si8,s 38K

noannNnnoannnnnn

amow NN WN -

WK

i1 = §1-¢

Jl = gi-4

Ki = Ki=g

do 1 K=2,K1
do 2 §=2, 1
do 3 iw=2,it
$0 = [ IS PITY 8



1

3

i

X183 = (xCisl, grKeld=xlisly jiK

1

1

1

1

1

1

Sl = (s(i+l, GeK)-Sli=11 5, K))/ 12,0
X1 = (xt141) joK)=2{i~1, j1K})/N142.0
yi = (y(1+d, g1 KI-y(1-1,5,K))/n142.0
21 = (z{i+l, o K)=2Z0i=1, §hK))/NM142.0
§2 = (s5(1, 441, K)-8(i,3-1,K))/h2{2.0
x2 = (x{i)j+l,K)-xti, j~1,K))/h242.0
y2 = (yli, j+1,K)=y(i, j-1,K))/h2{2.0
22 = (2, gelyK)=28i, j=1,K))/h242.0
53 = (S(i)jyK+1)-8lisjiK-1))/0h312.0
x3 = (x(1y goKel)=xli, j)K-1))/n¥12.0
y3 = (yli,goKet)-yli, j4K-1))/n312.0
z3 = (i, jokeld=Tli, j,K~1))/h3{2.0
xX11 = (xCiely joKI=2%xCiy G KI4x{]~1 3y K))
yil = (y(141, o KI-2%8y(i, GoKI+y(1=1,4,K))
211 = (20141 joK)=-2%201, 5, K)+2(]~-1,,K))
x12 = (x{ied, geloK)=xQ14ls g1 1 K)=xli~1,
174.0 .
y12 = (yl1+d, g+ H)K)-ylisl goloKp=yili=1,,

/4.0
212 = (2la4, j+1, K -2(i+l, =1 K}-2(i~1,
174.,0

x22 = (%l g+l K)-20x (i, oK) 4x(}y j=1,K))
¥22 = (y(i, j+1,K)=2%y (i, ,KIeyl(},43-1,K})
222 = (21, j+1 ) K)-202(Q, 5o KI4zl ], j-1,K))
1)=xii-1,
174,0 ) '
Y13 = (yli+l, jrKeld=yli+ly groK-1}-yli-1,
)/4,0 ,
213 = (z(a141 gorKed)=zlial, jeK=1)=2(i"1,
1/4,0 ‘
%23 = {x(i, j+1,Keld=xti; ol , k-1
)/4.0 )
Y23 = (yl1, j+1,K+1)-yla, 541, K-1)-yli, j~1
1/4.0 ‘
=2

}“X‘igd'l

-~

32 (201,541, Kel)-

Ty geleK-1)-2(1) -1
1/74.,0 C

X33 = (xli, jrKel)-28x(i, goKI+x(f, jik=1))
Y33 = (yl{i, 5oKe1)-28yli, o RI+ylfyjrK=1))
233 = (201, joR41)=282(1, j oK)z jiK-1))
JC = xX18y2#23-x2eyinz3-xlny3ezPsx3sylez

1
2
1
2

1
2

J3C] = X11ay28z34xi#y| 2423228y} 1#23-%x12
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A BIBLIOGRAPHY OF SOVIET WORKS
IN ALGEBRAIC MANLPULATIONS

Alfcoso M. MIOLA

Istituto di Anslisi dei Sistemi e Informarica
Via Buonarroti 12
00185 ROMA (ITALY)

In the June 1979 a Summer School on Programming hss been organized by the Bulgarian Academy of Sciences in
Primorsko (Bulgaria). Among other topics Symbolic and Algebraic Manipulations was covered with a few lec-

tures by me and with some panel discussions. Th
Bauer, Pasuls, Ershow, Andronico, Miola.

e lecturers ware Professors Laviov, Arato, Mavel, Pottesin,

Recently Prof. Pottosin sent me & biblliography of the vorks done in Russis in Computer Algebra. I do think |
that this bibliography could be of interest of our comsunity. Prof. Pottosin address is:
= 630090 Novosibirsk 50 ~ Computer Center - 1.V, Pottosin.~-USSR
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SYMBOLIC MANIPULATION




KRUPHIROV, ERNST DAVIDOVICH

. POSTE RESTANTE
. '1OVOSIBIRSK 90
] 4 6X090, SOVIET UNION
DOCTUR B.DAVID SAUKDERS ‘
*SICSAL BULLETIN® EDITOR
DEPARTMENT OF MATHEMATICAL SCImiCES
R2ISSELALR POLYTECENIC INSTIIUTE
TROY, NOX YORK 12401, USA
: Magch 51982

DEAR DAVID,
THE INTEREST 1N USING THE THEORY OF GENERALIZED EVPERGEQMETRIC FUNCTIONS
IN COMPUTER ALGEERA ALGORTTHMS IS INCREASINC, I OFFER A PROBLAM FOR
CONSIDZRATION BY READERS OF YOUR RESPECTABLE BULLETIN,

WIAT IS & MINIMAL SET OF IDENTITIES APPLICATION OF WEICR PACTORIZE
EACR OF THE FOLLOWING TEM PUNCTIONS INT0 TEE PRODUCT OF TWO BYPER-
C2OMTRIC FUNCTIONS WITH L2AST MAGER OF PARAMSTIRS?
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MICROFROCESSORS WITE PROGRAMMABLE STRUCTURE AND
MULTIPROCESSOR SYSTEMS WITH PROGRAMMAELE COMMUTATION

AN Kalyayey

Redicengineering Institute

Taganrog, US 3§ 1}

Microprosessors with Progxrammable Struc-
fure. , -
The development of LIC technology
sllows at present to implement new prin-
ciples of microproceseor synthesis on a
chip. These primoiples consist in appli-.
cation to microprocessors of high level
languages based on s limited set of large
opsrations rather than a large number of
small slementary comzands, Nodern large
integrated circuits give the opportunity
to work out such ncroproconoé schemes
that will allow programming of micropro-
cessor structurs but not the computation
procedure thus perforaing sdjusting for
execution of one or another large opera-
tion from a given set of operstions,

Conaider design principles of micro-
processors that instead of a sot of micro-
operations K=(K,K;,...Ky} execute lerge
operstions fron & given set of macrooper=
stions 0={0,,0,,..0,} . The set of macro-
operations Ox{0,,0;,...0n} may be chosen
sufficisntly univereal for solving any
problem that may be solved using univer~
sal sot of slementary commands X. A set
of large operations wust simplify the in-
formation sxchange between microproceseor
mystems working in parsllel, It is very
important to chooss the get of operstions

0= 0,,03,.. .0,;} o0 that the sdjusting

of microprocessor for sxecuting every
particulax operstion be perforsed by the
most simple method,

The author has developed the struc-
tural method of realization of large ope-
rations ;€ 0 1in microprocessors (Pig.1).
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In this oase every large operation 0,
is porformed due to the proper sdjust-
ment of the aieroprocessor internsl
structure, The nmicroprocessor structure
adjustment for psrforming large operstion
0‘-601- done by means of changing the
internal commutation of separate struc-
tural portion of ALU of the miecroprocess-
or (Pig.1) dus to the reconfiguration of
specis) comsutation structure being part
of ALU, It gives the possibility to exe-
cute the large operstion U; ss a whole,
without splitting it in time into 2 se~
quence of elsmentary commands K €K 41l
the nscessary microoperations K. comp-
Tised in the operation {;(K) are execu-
ted in persllel if one uses programming
the mieroprocessor structurs, As & result

1960 1E6E T Sypp. Cir £54S . PRocasprT5 S
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the execution time of the operation 0,0
sharply decreases, The information ex-
change betwsen the microprocessor and the
memory beoomss gimpler because in this
case the programme P((0) is written in a
high level language and the loading of
compunication channels is less, Such a
programme requires less memory size and
makes the process of microprocessor prog-
remming simpler,

Sets of Large Operations of Microproce-
ssoYs

To make the structure and the micro- 4
processor adjustment for executing a con-
crete operation Qﬁ' 0 simple. the set of
large operations of the microprocessor
08'{@,03,...0,,,} wust be minimized, On
the other hand, in order to snsure the:

solution of any probleme the get of macrol

operations must be sufficiently universsl,
Besides, the set of large operatione
0={0,,03,..,0m} must be of such a kind
that the information exchange and probdlem
distribution between microproceasor of a
multiprocessor systes be simple, It is
also necegsary that as far as possible
the operations 0‘-60 should coincide with
operations of common mathematical lan-
‘guage. It will siaplify the information
exchsnge betwsen the microprocessor
structure and the programmer at most,
© Surely one can form a set of large
operstions exscuted by microprocessors
with programmshle structure differsntly.
Obrioualy, to obtain optimsum wvariants of
large operation sets is possible only on
the bssis of sufficiently profound theors-

tical investigations and extensive sxperi-

mental work with sultiprocessor systems
using microprocessors with programmable
structure. Right now however we ocan out-
line the ways of solution of this problen
proceeding from the consideration of the
most probable tesks and simulation ob-

Jects realired in multiprocessor systemo.

A-16

- tions,
formatipns, rotor, gradient and diver-

. Tagks and simulated objects most
often realized in multiprocessor systems
include subsystems, The operators of
these shbsystems may be described by fun-
ctional| dependences; eystems of algedbraic
and ordinary differential equations;
partial| differential equations; integral,
vector and tengor ti'anafomtiona; logi~

"cal trepsformations snd dependences; met-

rix and| recursive transformetions etc,’
Analysing the structurs of the pro-
cessors| performing the large operations
we may poncluds that every large opers-
tion inpluding functional transformation,
integration of ordinsry differestial
equatichs and partisl differential equa-
trix, vector and tensor trans-

gence opsrations as wsll as integrationm,
differential and arithmetic operations:
are gyntheeized on the basic of some bape
gyoten pf opsrators which includes opera-

. tors of| sumation 2. , multiplication M,

differentiation D , integration ] and
lest logicel operators Z (com-

tation, Hence it is possible to
t a microprocessor with program-
ructure with tha help of some
processors realizing base ope-
commutation system designed

ion of bass operators may be syn-
differently. In the simplsst

Ty elementary operatior maY rea-
y one concrets bage operator, An
processor is more optimum, if
ssliza any bese operators and
djusted for realizing any con-

se oparator frow the given set
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In the latter casse we obtain a suffi-
ciently universal microprocessor (Pig.2)
whose structure may bes programmed for per~
forming a wide range of complex largs -
operstions considered partially in the
previous section, Programning micropro-
cessor structure for psrforming a large
operation 1is reslized in two stages - sd-
Justment of slementary prccessors for per-

. forming the necessary bass operators and
sd justment of commutation structure for
the formation of the necessary combina-
tions of elementary processors.

Nultiprocessor System with Programmable
Architecture

Microprocessor with prograzmsble
structure provide us with ample possibi-
lity %0 construct multiprocessor struce

~ ture thet will ensble us due to the para-
1lel information processing to increase
the computation speed, provide solution
of many complex problems in resl and
speeding time scale, to raise reliability
and vitality of computing systeas and
provide technology of their production,
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Characteristics of multiprocessor
computer mtructures depend on the basic
prineciples of multiprocessor construction
s well as on the structure architecture
as & whole, Multiprocessor structure
srchitecture is defined by methods of
construction and reconfiguration of com-
municetion chanpsls inside the structure
and by the memory organization, ’

According to formation methods of
communication chamnels multiprocessor
structures zay be divided into tine
shared bus structures, matrix structures,
hicrarchicel structures and structures
with universal commutation, Depending on
the memcry orgcnizstion the mentioned
multiprocessor siructures may be also
divided into multiprocessor structures

" with ceatred, common for all processors

memory and into multiprocessor structures
with distribvuted, individusl fer every
Processor memoOry.

The greatest speed and flexibility
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rosult from synthesising multiprocessor
structures with distriduted memory and
universal commctetion., The processors of
theas structuras work on the basis of a
large operation set and struoture prog-
Taneing, Pig.) stiows a microprocessor
structure with distridbuted mezory and
universal coarnr.icstion, Informstion ex-
change between the microprocessors and
the menory is realised through rigid
straight communication channels. Informa
tion exchange between the aicroprossssor
goes through straight flexible electr
communication channel~ ynthesized by ¢
programuing method in a special homoge-
neous commutation atructure,

The adjustment of & sizilay multipr

cessor structure for solving one or anoth-

or problem consists in multiprocessor .
structuve programming foxr executing lar
operations and in progremming comrunicad
tion channels between microprocessors in
the commtation structure, is s resilt
programming multiprocessor computing

structure with distriduted mezmory snd

universal commutation will be performed
in the language of « sufficiently high
level and this will remult in the fecili-
tation of the programming process, High
speed of information processing and maxi
ma gimplicity of distridbuting separste
tesks betwesn microprocessors working in
parallel are provided by multiprocessor
structure with distribduted memory and

universal commutation and by reslisstioq
large opsra‘*ions in microprocessors,
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EXECUTIVE SUMMARY

= The Workshop for Autometed Software Programming, was sponsored
by the Strategic Defense lnitiative Organjzatiop (SDI0), under the
auspices ofVJASDN. The pu?pose of the workshop was to examine the
key issues surrounding the generation of software for the SDI system

and in particular the merits of autonating part of this process.

The participants included representatives from government,
acudemia, and industry wiih experience in SDI prsblems, software

system development and automated programming.

First, SDI concepts were examined. Next, issues in software

systems were considered. Thea automated programming was examined.

It was d*scovered that there dre unly very rough estimates of
just how big the s:ftware problem is, except that it is likely to far
exceed in size and cost any programming project yet attempted. It is

doubtful that all . » software can be built with only today's tech-

nology.

Curreni research and development sugge-ts that proyrammer pro-
ductivity might be greatly impruved by a combination of new technolo-

gies.
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We make the following recommdndations: A
X
1.  Develop a Compufer—Aided Specification SyStem (CASS) EE
containing an eXperf system core that can be adapted to ;:
various applications. ;%
2. Develop a Very High Leve] Language| (BOOLE) similar to the "
way ADA was developed. ?2
3. Develop an Automated Programming System (APS) in coopera- ~
tion with the DARPA program. »
: - _ “ b

4. Establish COnferenCés, Summer Studies, “Schools", etc., to

train more professionals|in advanced programming techniques
and especially in the tedhniques o building automatic

specification and automatjic programming systems.

5. Develop a Vibrary (SDIL) pf re-useable subprograms, both

. independéntly and in cooperation with the STARS Program.

Devzlop Softwsre Standards for SDI (SDISS)
a. ADA

9 b. IEEE Floating Poipt Arithmetic

I
} .
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¢. Communication Protocols

d. Data Base Formats & Organization o
e. Graphics Display S LN,
f. System Calls ‘ . ‘ e

g. Network Protocols S . - v

s e’s

[’e.

Begin top-lavel épecif"ation,of software soon so that more

-

-
-
:

(

. &
MALSY

realistic estimqﬁes of the true size of the software
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Track and cooperate with the Space Station software work.
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1.0 INTRODUCTION "‘ g

1.1 Description of the Workshop

A workshop for Automated Softwdre Programming, sponsored by the

Strategic Defense Initiative Organifation (SD10) and under the

'-- ro'v.rc.r&“ 'l\r.'\' _‘;‘:t‘:’:."'_

auspices of JASON, was conducted 1-3 July 198§ in La Joila, CA. The

o . SN

purpose of the wbrkshop was to examine the ke)'issues surrounding the
- . generation of s)ftware for the SDI dystem and |in partiéular the

merits of automating part of this priocess.

The participants included a nujber4of JASON'S interested in this
n

problem and a diverse set of represdntatives from various government,

academic, and industrial laboratorids. About |1/3 of the participants
' had worked on some aspect of SDI prdblems, abgut 1/3 had experience
with large software system develo t and about 1/3 were doing

active research in automated programming.

‘First, as can be seen from the workshop dgenda (see Appendix A},

AIECATEON o LR g PP iy ARAMANRAS B e TE RSV

the SOI coqcepts and especially how [these reldted to the SDI software
problem were examined. Next, experiences with large software systems
were considered. Then the state of [automatic [programming research
was presented. At the end, we distssed what |conclusions we could

come to and what recommendations to [SDI0 we cquld agree on.
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1.2 The Software Problem

- The SDI battle management system (estimated to be about 20% of
the total software required for the SDI program) will consist of a
number of defense layers, each of which must handle between 104 and
106 objects moving in space. Computers (with software) must)proviqe
real-time management of-mos§ bf the information processing and deci-

sions in a rapidly évo]ving battle. A1l of this must be‘acccmplished

in the face of unreliable systems and the unpre¢ictab!e loss pf
system components due to battle damage. Despite this, tbé’sdftwqre
must be designed~to.maintain system integrity and effectivenéssA

during the battle.

The number of functions and the complexity of each is very

large. Table 1-illustrates some of the functions that must be per-

L oA A et ot -
B P 0
RN KA AR P

formed by the software. It can be seen that the design of the .

software poses an unprecedented challenge.

How "large" is this challenge? We have only very rough esti—
mates. For eiample,ABelt Telephone Laboratories, in solving a much
smaller, but related set of problems, in the Safeguard BMD system,
generated some two miilion lines of code. This required about 1,200

people over a period of six years (approximately one line of code
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SOME COMPLEX FUNCTIONS
[Prof

COMMUNLCATIONS NETWORK

Data relay - packet
assembly/disassembly

Data error detection/correction

Security A,

Protocol conversion

Load management .

Hardware/software reconf1gurat1on

Cross-talk and hand-over
algorithms

Diagnostics

LI SR B S I |

ST T

COMMAND AND CONTROL

- Battle control algorithms

- Target assignment (multiple
assignments)

Object tracking calculations
{global view)

Waapon selection

Data base management

Autonomous action rules

User /machine interfaces
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ABLE 1

T BE IMPLEMENTED BY SOFTWARE
ert, 1985]

: SURVEILLANCE PLATFORNS

- Target recogn1t10n and
discrimination algorithms
- Sensor control and sensor data
. processing
- Target tracking algorithms
- Autionomous action rules
- Electronic warfare algorithms
- Mission execution algorithms

WEAPON SYSTEMS

- Navfigation

- Propulsion

- Terpinal control

- Sensor control

- Electric power management
- Sellf defense

- Attlitude control

- Fire control :

- Target acquisition/track
- Beam control
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per person each work day, [3]. The full set of SDI software will be
much larger due to the much greater complexity of the SDI

architecture aé compared to the BMD terminal defense softw;re;

It is possible to see some of this comp1exity from the outline
for batt]e.managément as présenteﬁ in #hevfletcher Pane1'Rep9rt
[3]. Figure 1 illustrates a layered model of battTe management. The
BMD software referred to above represents only a frattion of the box
labeled "Terminal Battie Hanagémeﬂt“ because the BMD software was for
fso?q;éﬂ terminal defense, but not coordinaéed, multilayered, defense

as shown_in the model.

Each of the boxes in Figure l»fepresents unique functionality
corresponding to the environment, etc., in which it operates. Hence
unique software is required for each box. Now a very crude estimate
can be made. There are six boxes, each of greater than 2 x 105 1ines

of code or a total of more than 107 lines of code.

The effort to program large complex systems does not, unfortu-
nately, grow linearly with the size of the problem. It grows much
faster. This phenomena is explained in tine famous book by
Fred Brooks "The Mythical Man-Month" [28], in which he 1l1ustrate§
that if twice as much code is to be produced it requires, not twice

the "Man-Months", but many more.
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Figure 1. Layered model of battle management. [From Fletcher Panel Report]
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The problem of modelling the programmer time needed to create uﬁi
software has been studied for more than 20 years. While we have §;§
1ittle faith in the pr”e’dictive power of any of these_rﬁodels, we have “E
little else to rely on: Recently a grbup at IDA, attempted to esti- ;u}
mate the programming effort required for the SDI using the best of ;Eg
these models [1]. The results as illustrated in Table 2, indiqate 14 :SE
to 28 years will be requﬁred to péodqceithévsoftwarg. fhese are very 53%
crude estimates that can only inditagé the serfousness of the soft- ;ﬁ?
ware problem, not provide any reliable estimate for p]apning. giﬁ

1.3 Signal -Processing

Figure 2 is a schematic of the data f1ou$ in a computer system
typical of a single platform. It‘provides some idea of the computer
processing requirements. In eiamining theAéoftxareabrogramming
requirements to accomplish this processing, it is soon evident that
while the bulk of tue data processing is needed fn the sensnf signal
processing, that the pr9b1em 6+ programming this, while a large
effort, is not the critical part of the séft&are problem and can most
Tikely be handled using current technology. The remainder of the
software supports very complex decisions, etc., and this type of

software is notorious for its difficulty.
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TABLE 2

.
K

.
e
-,

SDI BATTLE MANAGEMENT SYSTEM [BMS)
[Probert, |1985]

b

PR
o, vy Xy Uy N
B A R VX

5 s

e Best case -~ 19 million Tines of cpde
-~ 85,480 person years of effort
-- 14 years minimum time to feliver

5
':c

LY
AR

“ e
-

e Morst case - 35 million lines. of fpode
-- 94,666 person years of effort
-- 18 years minimum time to deliver

v,
*OE .
Ealalaln

Py
.

1 B

..

e Best case with support software -| (3:1)
-~ 118,858 people years over| 22 vears

LTI
PR

p

¢ Worst case with support software
-- 247,402 people years over| 28 years

ey
e

LY

o Cost (with support software). :
-- Best case - $12 - 18 billjion
-= Worst case $25 - 37 billipn

-y
e
‘0',

"

o Target allocation function of BMS|alone is 20% of total SDI
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Figure 2. Data flow for a single platform. [Fletcher Panel Report]
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and to expand the base of

should consider building t

summer studies, etc., in g

critical to the SDI0 task.
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From the brief examination we made of the [SDI software probiem 2:5
‘ ot
we were able to conclude the following things: N
»J4
< o2
1. It is evident that no one understands, in any detail, just gi:
: A
how big the software develdpment problem is. It is recom- ;$3
"mended that SDIO immediatelly focus on a more detailed S
estimate of the SDI software requirements. ' R
;'.'_}
2. It is highly unlikely that jthe softxjre for SOI can be ;jﬁ
o : ' {2
created using today's technology. 'Thus some improvement in e
programmer productivity willl need to come from research Egg
o
breakthroughs, probably in [the area of automatic program- ?3{
, bR
ming and especially in the jarea of computer-aided require- b
ad
n meats specification. 332
: o
L: .
F 3. Due to the apparent need to develop new software technology
v
3
¥
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1.4 Related NASA Space Station Activities

L

1
-

KASA's Snace Statién program 1s now well into the planning phase : o
with a separate (code S) administrative group at Headquarters. c\i
Although on a much smaller scale, manv issues concerning‘Spaée
Station are aﬁalogous to issues in SDI, including software. The e
current Space Station concept incluizs rot only a manned station in a :;f
Tow inclination orbit. but also one ¢r more satellites in polar orbit

at higher altitudes ard possibly an unmanned platform co-orbiting

with the manne¢ platform. This constellation of satellites rust o

.
»
(]

Tl

handle data at rates in the hunireds of megabits per second. Tne

-
.
.

e
.
.

""J"."f

analogy ﬁith SDI is clear.

Bl
Wy e Certer
0.‘ c.‘ l“ "_

4

Some areas of common interest between SDI and Space Station are

i

fe

]
»

listed below. Many more are likely to emerge as the programs

Ty
.C .l ...

progress.

v
L

1. Control of multiple, interrelated spacecraft B 1

2, High data rate communications between multiple spacecraft Ve

and multiple grovnd stations . . .

3. - Control of observation and ~esponse with inputs and outputs Vi

at multiple nodes
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4. Flexible decision making

5.

“hese issues involve Jassive softwa
we recommend that SDI software progi

analogous NASA Space Statior softwa

A part of the space Station pr#gram with

SDI is what is being called "Telesc
experimentér'on the Earth or possib]
form remotely conducts an experimenf

platforms. Thus observations are mi

Intensively networked computer systems

AL ' e )

teved to a| serier of observations

re development s does SDI. Hence
rams track|and cooperate with

re efforts

particular interest for

ence”. The idea is that an
y the maned Space Station Plat-
on one of the space station

de, appropriate data conveyed to

the remote experimenter and the expé¢rimenter then alters the eiperi-

- ment parameters in accordance with ¢bservations as they are made. To

support this activity NASA is develgping the pecessary communications

and data management tools.

Although cn a different scale than SDI,

Telescience will generate many of the same software problems as

SDI. Hence exchange of information

and possible cooperation with

p NASA would seem fruitful, The Teledcience prggram is now using the

% ~ Space Shuttle as a testbed. Inform3tion arising out of this activity

E should be of direct interest to SDI [and|software development in

V. ’

? particular, *

:
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2.0 ISSUES

2.1 Introduction

The next paff of the workshop considéred the past and current
approaches to large software systems, with the goal of identifying
what the critical issues hfght be for the SDI software. Tiere was
considerable discussioh 6f the deve16pment, usage, utility and defi-
ciencies of the DOD dcveioped language “ADA" {5]. Then the STARS [6]

program, designed to provide an order of magnitude improvement in

defense softwar2, was considered. MNext a series of new approaches to

the development of complex . software systems was considered. Some

'y
x
'

G,

i
" '0

£

‘l

issues of software safety were also explored.

e

The following i#sues were identified and discussed:

1. What is the proper role of Software Engineering?

2. Is real-time, distributed, problem solving even possible?

3. How can we come to trust the software?

P A o -y N G WA R = G 2 W GG G W G o e e, gy

4. How can such large, complex, operational software systems

ever be tested?

N e e acaan
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5. Can the software be mag safe

6. How can performance

7. Can dgvelopments in
nologies be expécted
ductivity?

2.2 ADA

achieve a large improvement in

DOD software systems.

ADA affectiveness, and managed

environment. It would be fair

]
The workshgp gro

had used ADA themselves, managed

bf the sof

Boftware E

to lead 4

|

ADA is a computer language rzcently developed by DUD [5] to

 cost

OIS A S B Bl S b A -
[N . . . - R A T A

and secure?
tware be monitored?

ngineering and related tech-

o large improvements in pro-

of creating and mintaining

the devel

to;charac

than 1/2 of the participants
work.
on2-half lines of ADA code had
support environment. This was

in a period of about four year

. dominated by ADA faas as oppo]ed*o ADA

It was reported at the harishop t

been comg
do&e by b

S.

Wrogra ers that used ADA, analyzed

p included participants that

opement of an ADA programming
terize the workshop as being

critics [6]. Still, less

mpa?yed ADA in their own programming

hat more than a million and
leted in creating the ADA

ighly competent, small teams,

It appears that use of ADA probably
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2.4 Current Programming Paradigm

The construction of software is foremost a design process.” The
programmer is an integral member of the over-all system design
team. The general process of design begins with a high level,
usuaiTy somewhat vague set of statements of\uhat is desired of the
system to be dgsignéd. For SDIO this is President Reagan's call to
"Eiiminaté the threat posed by nucleér ballistic missiles”. The
systemAdesigners must undérétand what general sorts of componenf
systems can be brought to bear to help achieve th1s goal. An impor-
tant part of the: deS1gn prccess is then to f1rst generate a set of
informal requirements, which if they are satisfied, w111 achieve the
goal. A§ studies are conducted, design alternatives explored, etc.,

these requirements become more formal and eventually become specifi-
cations. Part of these requirements become the input for the next
Tevel of design, perhaps for a major softwdre system. The programmer
is then faced with the task of converting his given level of informal
requirements into a computer program, which is the ultimate formal
specificatfon of computer behavior.‘ This design goes by several
names such és‘“step-nise refinement.” Figure 3 illustrates this

process {for programming).

It was mentioned earlier that programmers only achieve about one

~ Tine of production code per hour. It only takes about 10.seconds to

2-5
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actually type such a line of code. What happens for the remainder of S
-4
the hour? As for any intense intellectual activity there is no yf?
o AR
. . . » ) 'l
simple answer, However much of the time is spent trying to under- \:\
) stand, from the vague requirements, what is really needed. Figure 3 ¥
Z illustrates the current programming paradigm. What is clear from R
X . . ".:-".
' this observation is that the SDI software problem is not dominated by o
j problams of code generation from formal requirements, but the problem AN
. . T B . . be .."
2 of developing a final, correct, formal specification of the software b
¢ » o , o
E function.  As is always the case in large complex system design, the g:ﬁ
?-' ) . o ' '::\a"
‘i errors and misunderstandings mostly occur at the interfaces between p&;
?' independently developed modules. | o | i%i
; - | R
’ SDI0 thus needs to develop a very high level specification §3j3
language (BOOLE) and an associated computer-aided specification . d
system. Such a system should allow both non-programmers (but techni-
b 'cally sophisticated engineers) and programmers to accept informal
requirements and turn these into a set of formal specifications,'
¥ Later, as much of this process is automated, it may be possible fqr

the system to automatically generate specifications for component
sub-systems, given its knoﬁ\edge data base and a formal input speci-
fication. This is a critical task, as the architecture cf the SDI
system is likely to be re-designed many times as new techno]ogies,:

etc., come to light.
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2.5 Bottom-up Design e
An alternative design method is “"bottgm-up design” which tfi
‘ Sat
proceeds by building larger compgnents from smaller ones, until the "
. . . v
desired system appears. In term§ of software, this is the process of ;iﬁ
building libraries of reusable slbrontinés such as the Collected Ef?
: A NN

Algorithms of ACM or the IMSL Lijrary. Since much of the low level ..
- ' :-.j'_-.
software for SDI will no doubt be common across many programming ; ;
o L . R

modules, this is a good design s§rategy for getting started. To make [

this approach work, it is very igportant tg establish standards

-

-
65 R QPPN
X (s

>
[

P o
5

before the 1ibraries are started] Later the Tibrary subroutines are

*
[

provided to a top-down design sy$tem as components, and are inéorw

# ?,
1:?3&

porated into the evolving design| The STARS program is beginning to

e
DA~

develop many such reusable sub-r¢utines in|ADA, and many of these

STy

a

should be useful to the SDI.

2.6 Conclusions

1t can be conc]uded that software engineering techniques will be
needed for the SDI software task| hu. will not be sufficieni. It 1s
recommended that SDI develop morp powerful|software engineering tools
by automating many of the actiéities that human programmers now per-

form.
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The most serious problem in generating massive, but reliable Vs

i A

software will be getting the specifications straight and in & formal r
form. A Computer-Aided Specification System (CASS) to aid eﬁgineers

and programmers should be deveioped. R

ADA should be adopted as ¢ standard language by SDI but there | ol
should also be a very high level specificétion language (BOOLE) as . o

well. SDI should sponsor the development of BOOLE. ' I _ A

SDI0 should work with the STARS program to establish standards
for and libraries of reusable subroutines. SDIO should also begin . o

development of libraries of subroutines peculiar to its own mission. :j!!
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programming task.

The current programming parad

be injected.
first obtaining a formal specifica
tic system to transform it into a {
accomplished? First, observe that

narrow technical domain. S/he emp

probably be captured using an expei
knowledge-based) approach. Figure
automatic programming. WNote that

essentially a computer-aided speci

generic methods to solve programmipg problems.

i AT A .
R AREE O,

rould sufficiently automate the

igm is illystrated in Figure 3. It

is very labor intensive with many points into which human errors can

In an automated programming system, the focus is on

tion, and then employing an automa-
fomputer program. How can this be
a programper is an expert ih a
oys a serjes of well-known,

Much of this work can
‘t~systéms (a1so called

4 ilustrates one concept for
the first part of the system is

Fication system we proposed
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3.0 AUTOMATED PROGRAMMING “1:
)

i

A

R

3.1 Introduction e
P

‘While it would be nice if it pere possiple to completely auto- ﬁfg
mate the production of software, this is certainly not a feasible ;Ef;
goal for SDI. It does appear that{much of the software development %ﬁ;
. . . B
effort could be automated, howeverf With sufitable research and Dy
development support, it is highly 1ikely that SDI could develop pro- E?i
gramming environment systems that L
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Figure 4. Automation based paradigm. [Balzar, 1985] -
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earlier. The second half represents the more specialized program -
synthasis function. We will discusk tﬁis later. We will now discuss
the structure of a generic computerfaided sperification system that
could bé the general structure of 3| system to use at several levels
of the épecification process, as welll as the specification part of

the automated programming process.

3.2 A Computer-Aided Specification| System

A

" KT8, 0

There are a number of componen[s that are needed for a

%

»

computer-aided specification system

- -, g
“Q',o'.‘. '.:..
RS A
L A N

1. A new, high-]evel; forma]vlanguage al the specification

Tevel (BOOLE).

o

o"
e

‘',
et

)
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CAN

oy

2. A translator program to copvert BOOLE programs into English

§ &

language reports.

Vo
>
.

--..._,...-.
;'.."‘.\._ Rl
.

Wtelata

.0
N

3. A specialized screen editor tailored| for BOOLE.

%

)
M

4. A series of testing, debugqin@, display and housekeeping
tools tailored for BOOLE,

AN
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.l
i F T R I T T LI TR R S R IR SN P "‘"""!'-”w)"é"‘h'
L T T Y T S T TN P SRR IS SLRIE M i SRS S AT it I T e B S S, ) 2re,
t Ja‘(-“-"-"‘-"-";'-"-"e"-‘- PR AL R R ORI A T W Tea et et RO RN AR AR LY AP
PR IAL I . Tl I I SN NN - e S0 e M.




.................

g
4
A
4
4
4
g

ve, »
]
.
¢. t.’ ¥
e

t

v

o

u:,:.

| : ol

5. An Expert System (Knowledge Based System) specialized for N
, : €

the particular specification task at hand, For the automa- ?ﬁ

tic programming system, this,ﬁcu1d4be an autdmatic program :EZ
generator that accepts BOOLE and produces ADA and other o

: A
conventional code. S

6. A personal workstation, desjghed for specification and pro- Lt
gram development, using the above software systems, with a ;?
high resolution screen, high performance processor, computer - ;i
network interface, UNIX compatible operating system, ADA Ei
‘compilers, etc. ' e

-
LR

The logical structure of such a system could be Tike that shown

in Figure 5.

3.2,1 A New Language

Herein we have proposed that new language "BOOLE" be.
developed. There was general agreement at the workshop that such a
language for specification be based on mathmatica] logic. This is
because the best of the current languages used for program'specifi-
cation are generally based on logic.‘ Examples include the languages

Prolog (PROgramming in LOBic), Setl (mostlyﬂset theory based, but
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entries in the symbol table, (entered so far) and warning of

e
[orores
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the use of an undefined variable, etc.

»
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.

o En
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P

£

i'lp’!
'

3. A 'pretty printer-displayer' that formats the source

material into a pleasing form. ' =

| o | oy
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3.2.4 Expert System for Specific Application Areas o

The ultimate goal of each specification node will be the automa-

by v e,
v To e Jo el
P LR

i |

tic conversion of a given specification into an assembly plar and ¢

set of co%bdneht specifiéatiohs. This is a classic engineering
design task requirin§ much generit é6§ineering'knoﬁledge‘as well as
specific application knowledge. If the design proces;’is to be auto-
mated, it will require the transfer of this knowledge from engineers
to the system. This is now a reasonably wef1 understood process'(fOr

narrow technical domains) that is called "Knowledge Engineering" and

the result is an "Expert System (or Knowledge Based System).® Most

Expert Systems have extensive facilities for English-1ike dialog.

AN _\, -',

While such facilities may be helpful, the primary input and output,

*
.
*

in this case, is the formal language "BOOLE."

2L A

%" cae

At first, in attempting to solve the SDI problem, much of the

3
20l e

design work will be done by humans. As the expert system is built,

more and more knowledge will be incorporated, until it can accept e

3f8
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generate an assembly plan (in BOOLE

cations {in BOOLE).

LA

At the end of the chain, the f

RAO _ iird

verted into purchase orders for har

Human supervision will still be nee

decisions made by the automatic sys

3.3 Automatic Program Generation

design. Here we will expand these

tically generating programsil

There are several features tha

nrogramming system:

1. Program development suppor

formal specifications (in its area {

level computer instructions for software.

Later, as either the higher leyel specif:

Above we proposed a general approach for

f expertig

and a sef

nal specif

technology, techniques or component$ become available, the system

should be capable of automatically resolving {

ed at all

fem.

. copld ﬁa&
|

3

L

ware or into conventional Tow-

deas in tTe context of automa-
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e) any automatically

of component specifi-

ication must be ron-

cations change, or new
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he design problem.

levels to review the
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many different types of
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3. Automatic program analysis 5
4. Program optimization i
’é

We will discuss each of these in turn. S
f

3.3.1 Program Development Support - = 3
. L

i,

There are now several examples of experimental program develop-

LT ¢

-

ment support‘systems‘{sometipes called "programming environments")

.3

‘that have potential for greatly increasing programmer productivity

BTy

[27]. Much professional programmer effort generally goes toward

documentation and control of versions of program modules. This can

e &

be automated to a large degree. Some of these are:

1. Documenting the development history
2, Code installation

3. Distribution changes

VO Wy

4. Maintaining an agenda of pending work

GAGEGIOANE AL L A BN, AR gy e v AL st e e etes
&

5. Static (data-flow) analysis
Bug reporting and disposition
Restoration of the system to an earlier state

Linking of component development

3-10
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10.

11.
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Coordination of source coqg
tenance

Checking on compatibility

S A A

|
e-éliting

of updates

Preparation of user documgntation

There are a number of examples

tasks individually. For example, ¢
_ support automatic compiling to main
is edite&. There are also several
development that try to handle all

discussed at the workshop:

The Rational ADA programn
The FDS Kncwiedge based p1
The CHI knowledge based p
Institute, and its success

Inc.

3.3.2 Algorithm Design

Algorithm design is one of thg

tasks that face a programmer. -They

subject such as the three volume s¢

3-1

of progrd
nder UNIX,

tain ohjec

of the abdg

ogramming
ogramming

or REFINE

|
ries "The

and object code main-

mming aids that do these
the "make" system can

t code when source code

systems in either research or

ve tasks. Three were

ng env ironment by Ratiopal Inc.

system by USC-ISI.
system by Kestrel

by Reasoning Systems

most inteilectually challenging

e are excelient textbooks in the

Art, of Computer
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Programming" by Knuth [29]. Much of this knowledge can be captured tﬁ
A

by an expert system or knowledge based system. One of the most Eg
. ~ b,

e ~

advanced systems that has a powerful algorithm design capability is I
4

the CHI system developed at the Kestrel Institute. 1.1
F

N

3.3.3 Automatic Program Analysis §J
Automatic program analysis is probably the best understood pro- !

cess of all the topics we are considering. Today's cdmpi1ers can iﬁ
provide an extensive analysis of programs submitted to them, What we S
. W

have in mind here is an extension of this, with facilities to z;
identify potential performance problem areas, etc. }2
{ Eﬁ

3.3.4 Program Optimization of
Modern compilers have powerful optimization facilities. It is ﬁ

envisioned that these would be extended modestly for the proposed

system.

PR < i

Programs written at a high level are improved by applying pro-

b= RN

gram optimization techniques such as the classical techniques used in

optmizing compilers:

1. Globai flow analysis

2, Live variable analysis

3-12

....... PIRIA TR . S S IE AR IE IS Tk el ol B T X APV .. 2

ALl BB BB ol i o, < SR I S VI B, Sl



N Y Y Y T T T Y Y N Y R T E A P T v TN

LA e s A et

Lant S o

-

P T S T T T P U T S IR
e S VW ) o e e e TN AT

----------------

R A A Tt S % A A A 2% 20 T SRS ALt AL e B Ll A R A AR LA A A WY
- R - - A

S

«
-

R .
P
PRI
PR

-
'I
i |

-
’
3

- "

e J
by
X
.
-

Fud
A

»
£

—y
'}

rL,

‘.'

-
&
L)

‘iat

»

3. Available expression analysis
4, Use/def links

5. Interprbcedura] analysis

Additiona? optimizing techniqueg proven in research systems for

automating programming include:

1, Reduction in strehgth (ffniie differencing)
‘2; ALoop.fusfon | |
3. Copy optimization
4. Recursion removal
5. Algebraic manjpu]ation
6. Alternate selection of data structurg'

)

3.4 Conclusions

It was the concensus of the Workshop that |an automated program-
ming paradigm offered a good approach to solvisg part of the software
generation problem. There are now sgveral examples of very powerful

programming environments:

1. The Rational ADA programminI environment by Rational Inc.

2. The FDS knowledge based programming system by USC-ISI

i

|
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3. The CHI knowledge based programming system by Kestrel . Sﬁ

Institute, and it successor REFINE by Reasoning Systems Inc. Tg

'

F

' ‘ -3

Each of these systems is currently being used to produce soft- k%

ware, and yet each is continuing to be developed into a yet more ﬂ?f
a:,_:s :

powerful tool. While there is no system available today that would o

’ ‘ ’ : e

be suitable for SOI, it is Tikely that such a system could be =

developed from these and other examples of the state of the art. ‘;é

=

A SOI automatic programming system would not be completely auto- g;f

E ]

matic, but would greatly enhance the'productivity of programmers by

(g

Ll
S,

s 0

g Ay
T

automating many of the tasks that programners are forced to do today.

"r

e

It is recommended that SDIO begin the design process for

¥

BOOLE. Also that SDIO should start the development of an computer-
aided specification system. Finally SDIO should begin the develop~

LA e H
A St ICPLIL IS

A A 4

oW
d _C ‘. s v,

ment of an automatic programming system with BOOLE as the main
1angﬁage, but with facilities to generate ADA and low-level (machine)

code.
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4.0 CONCLUSIONS AND RECOMMENDATIONS
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It is doubtful that all the software that will be needed can be

built with only today's technology fpr a reas]nab1e cost (a fraction

of the projected SDI budget).
current research and development that suggest

§-10 years, large gains in programmey producti

There| are a nu

ber of directions in
that, over the next

vity could be

achieved. A factor of five to ten wpuld be enpugh to make the task

practical. The workable approaches

1. Develop a Computer-Aided S

seem to be:

cification System (CASS) con-

taining an expert system core that can be adapted to various

applications.

evaluated.

2, Develop & Véry High Level L

Multiple proposals should be sought and

anguage (BOOLE) similar to the

way ADA was developed. Mulltiple proposals should be sought

and evaluated.
3, Develop an Automated Prograpming Syst

with the DARPA program.

and evaluated.
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Mulltiple prg

4-1

em (APS) in cooperation

posals should be sought
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N 4. Establish Conferences, Summer Studies, "Schools", etc., to N
Fﬁ train more professionals in advanced programming techniques §5§§j
Sj and especially in the technigues of building automated jfggg
! . ) RN

specification and programming systems.

5, Develop a SDI library (SDIL) of reuseable subprograms, both

independently and in cooperation with STARS.

o T .
Al
A

™"
N
.

6. Develop Software Standards for SDI (SDISS) =

-
o,

.l'.b
. % ' o
{‘: e e

)

~a. ADA

>
PR WY

b. IEEE Floating Point Arithmetic

ARSI
. .
. ™ N

‘o

. .
l' . .
AT R )

c. Communications Protocols

d. Data Base Formats & Brganizatidn |
e. Graphics Display

f. System Calls

g. Néfwork Protocols
7. Begin top-level specification of software soon so that more
realistic estimates of the true size of the software problem

can be made.

8. Track ddd cooperate with the Spacé Station software work.
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\ 1.0 INTRODUCTION
.““““?b Space systems have become an important part of our military
fo}ce strucfure.i U.S.Vmilitary space systems Include
communications, navigation, weather observation, mapping and
geodesy, attack warning and threat surveillance. In general, there
is a trend towards larger spacecraft which stresses survivability,
autonomy, and extended iife.

Solar photovoltaic puwer supplies together with battery
(nickel-cadmium cells) have in the past provided outstanding service
for systéms requiring average powers up to about 10 kw. During our
study, presentations by industry and government laboratories

indicate that improved solar-cell technology (usé of Ga$ cells) and

new batteries (nickel hydrrgen) should result fn mission effective
average power levels approachiﬁg 25 kw,

Bowever, there appear to be a number.of important'militaty
applications which will require power leveis in the tens t¢ hundreds
of-kiloratts; Such missions ;nclude the tollowing:

. $6pace based radars to tr;c; shiés, aircraft, wmissiles,
an satellitee:

* ;nfrared trackers for missiles, aircraft, and
satellites;

® Space based communication and radar jammers]' and

® Jam resistant communications satell.i.tes' ,KH)

1




This is a very ineomplete list but
applications which we belfeve will
systems beyound the capabilities of

battery systems,

Nuclear reactor power plahts appear

particularly attractive and cost ef
applications just discussed.

Another class of applicat

serves to‘identify a class of

require long duration power
even improved photovoltaic-

to provide a

Ffective #olution for the class of

fons which is frequently discussed

but poorly defined at present incl

laser and particle beam types. - Ex¢ept for

des weapdns of the high energy

usekeeping functions,

nuclear reactor supplies do not appear to be well matched to these

applications which appear to requite short t

at levels in the tens to hundreds
turbine driven generators using stc

for these applications, though not

o medium duration power

f megawatts. Fuel cells or

jred fuels appear more suitable

well deve?oped at present.




2.0 PHOTOVO' TAIC POWER SYSTEMS

2.1 . Introduction

Solar;gall arrays have s#pplicd nearly all of the primary
power for space craft flown to date. Where continuous power is
required through eclipse periods, battery. stortage s required;
systems to date have utilized. nickel cadmiugz; (NiCd) cells.

To date only silicon solar cells:have heen ugsed in
oparational spacecraft power systems. However, Gallium Arsenide
cells would appear to e the preferred cell fype for future long
duration, high power space applicatiocas. .Ga~As solar cells not only
yield somewhat higher basic conversion efficienzies but more
importantly will have greater immunity to natural axd man made
radiation.

For silicon solar cells the “end of lifeﬁ (EOL) output
power density which is achievable appears to be only about 0.3 to
0.6 éf thz basic solar cell efficiency. This reduced performance
occurs because of "inftial losses" as a result of array assembly,
operating temperaturs, packing factor, etc; and "mission losses"
which resilt from aatural spacz radistion, thermal cycling, and
array crientation. The net result is that so-called 15Z silicon
ceils yield an EOL output power density which runs between 60 w/u2

and 120 w/m‘, Thus an array operating at 60 w/mZ would require




» 1700 m? to give 100 kw EOL power

provide 25 kw EOL power. A pictorinl c@nparj

solar arrays for 25 and 100 kw and

is given in Fig. 1. As can be seen

be about half the area of a football field.

2.2

Projected Performance Capabilities

The Space Shuttle will pr

orbit tfansfer vehicl: (0TV) is developed,

transferred from LEO to Geosynchromous Orbit

Shuttle’s limited payload capabilit

GEO~bound payloads must have high mpecific p

y, photov

output and » 420 m? area to

[son between possible

the propoged SP100 nuclear systel

, a 100 kv EOL solar array would

pace transportation for

oEzde the
. 1ifting payloads from Earth to Low [Earth Orbit (LEO) and when an

yloads will be
(GE0). Comsidering the

ltaic power syﬁtens for

Ieér (w/kgj. In order

to maximize the life of a photovoltiaic system which is gsubjected to

.the»space radiation environment, there must be radiation damage

control, especially for exposure to

additio: to providing economical power for

near~Earth space, there is a need f

The need for high specific

weight constraiats of Shuttle, but [by 0TV caj

‘an assembled spacecraft or platform
operational use. The beginning-of-

arrays has increased from the value

or high

1ife spec:

electrong and protons.

In

bower is

from LEO

of appro:

the practical use of
er levels at low cost.,

driven not only by the
pability of transferring
to other orbits for
[fic power of solar

kimately 2 w/kg for
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system considerations.

Vanguard to the 66 w/kg level of the NASA solar electric power unit

(SEP).

Barthelmy has writtem that

present

systems are relatively heavy J(2-3 §/1b) due

storage (battery) weight. Typicall

weight is attributed to the battery,

percentages are divided approximately &quall;

i 40% of

array and the power distribution ang control

geosynchronous orbit applications,
appfoxinately equal. Solar power g
geosynchronous applications are in

To meet the specific power|

concentrator configu;ations are bei

the batte

stem ene

the range

ng @onsid

configuration will require advance
substrates, coatings, and applicab

to major advances in array structu

in thin

LEO solar orbit power
primarily to the energy

the overall power system

while the remaining weight

between the solar
subsystems. For

ty, solar array, and

power distribution and cohcrol sub:tstam weight perceatages are

rgy density for preseat .

of 6=7 w/lb.

requirements, both planar and

red. The planar.

1ls, encapsulants,

production process ia addition

s. Similar tasks are required

for a concentrator configuration with the emphasis needed on high

efficiency cells, elevated temperatjre opera

Another major need is to increase t

rion, and more complex

he operating lifetime of

solar cells and atraysAfor use in dpace. The limited operating

1ifetime is principally due to the

cells when exposed to charged partiicle: radia

degraded

performance of ..olar

rion, although de,:raded




performance has been attributed to a lesser extent to ultra-violet
exposure and high temperature operation. Space applications fn GEO
and transfer of spacecraft from LEO to GEO through the Van Allen
radfation belts tequire.artays which must withstand ionizing
radiation. Mid-altitude systems must be designed for naxinui'BOL
performance after exposiure to 5 x 1016/cn2 1 mev electron equivalent
radiation dose. The lifetime of space solar cells has been
increased significantly since the original introduction of the P/N
‘silicon solar cell. Improvements have resulted from the use of
higher resistivity, shallower junétiod, and N/P silicon cells.
Additional improvements are anticipated by the use of vertical
junction cells, 50 um silicon cells and Gallium Arsenide (GaAs)
cells. Low degradation can be obtainéd when the cells are protected
with suitable covers; however, weight is added to the structure.

The degraded performance 18 due to radiation-induced defects. What
is needed is radiation damage control; that is, the ability to
miniaize or eliminate both cﬁe defe&t fornatiﬁn and the effects of
the damage.

It has ‘been shown that the radiation damaged solar cells
may recover to nearly initial performance levels by means of either
thermal or laser annealing. A thorough understanding of the
fundamental mechanisms is required to control radiation damage, not
only in existing solar cells, but thoge yet to be developed, such as

the multibandgap cells., It should be noted that the practical




implementation of an array anneali

demonstrated.

%g has not

been fully

However, the possibility has been suggested that GaAs cells

operating in a concentrator configyration at

might be continuously "self-annealf

from particle radiation damage. S

temperatures near 200°C
ng" and thus relatively immune

licon cel]l efficiency degrades

rapldly as temperature increases’aﬂd thus dors not appear suitable

for such applications.

2.3

Hardening of Solar Power $ystems

The current sclar power sy
ﬁuclear Survivability Design Crite)
(~ 10%) weight and cost hardening

to envisioned laser threats appear

tstems are designed to meet JCS
{a with relatively modest
penaltiesj Hardenihg penalties

to be much higher (> 50%2).

Solar array hardening developments are currently focused on

laser hardening, with maintenance ¢f the current capability against

) nuclear radiation threats. The lager hardenfing activity includes

(1) increasing the temperature capgbility of

uge of welded interconnects, integ:

all array components by

al coverglsss, and high

temperature adhesive, and (2) minimizing energy absorption using

reflection and filtering or avoidan
dealt with silicon cell technology,

matures, it must be hardened also.

hardening, integral covers, and high tempera

ce. Most| efforts in the past
but as the GaAs cell technology
Thereforp, advanced cell

ture contact areas




addrgss both GaAs and silicon. DOD is also evaluating coucentration
concepts as a means of increasing system hardness. Most schemes to
date involve a reduction in efficiency and an increase in weight to
achieve hardness. If d;monstrated, the self-annealing performance

_of GaAs cells together with concentration ﬁight become a

particularly attractive option for‘hardening.

2.4 Batteries
Space power systems baséd on solar cell technology require
batteries to store energy for use during periods of spacecraft
.eclipse or when higher than normal peak loads are needed. To date,
this fequirement has been met by the use of nickel-cadmium (NiCd)
storage cells. It, however, appears the preferred storage system by
the latter part of the decade will make use of nickel-hydrogen
(WiH;) cells. It 1s anticipated NiH, battery systems will be
lighter for a given power output and will have a longer service
lifetime. Other storage cells involving lithium, sodium, ete., show
promise of even better performance than NiH, cells, but their
operational avaiiabiltiy and cost cannot be predicte& with
confidence at the mbment. It should be noted that although the
weight per unit energy stored for Nin cells is less than for NiCd
cells, the volume fér a given enefgy storage is somewhat gfeater.
A number of pertinent characteristics of NiCd and,ﬁiﬁz

storage systems ave listed in the table below.




TABLE; |

Pertinent Characteristics jof

NiCd and NiH, stprage Systems

NiCd ‘ Nily
Watt-Hour/Kg 24 WH/Kg , 40 WH/Kg
Watt-Hour/m3 61 kwh/oP - |. 70 kw hr/m3
Watt/Kg 10 W/Kg | 20 W/Kg
Cost $/kw ® $500!datf* = $500/Watt*

*baged on battery system costs for systems of a few kw

The numbers in this table sguggest that a 100 kw NiH, storage battery

system would cost = $50 million dollhrs, would weigh = 5000 kg and

would be several cubic meters in Qolsme. It ghould be noted that a
production facility does not appear Fo be available at present for

producing such a system.
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3.0 NUCLEAR SPACE POWER
3.1 ~ Introduction

As mentioned earlier, solar photovoltaic systems (which are
already at a higher power density than RTGs) deliver power for
approximately 50 w/kg, not including the necessary batteries. |
Depending upon the specific system design, tﬁe addition of the
batteries brings the figure of merit down‘to about 10-25 w/kg, so
that 5 100 kwe mission, powered b& solar photovoltaics, will require
power supply weight of something of the order of 5000 kg, which is
clearly prohibitive. In addition,-such a mission would require more
than 1000 m2 of solar panels, which would have to be packaged in the
STS shuttle and deployed in space. Most people with whom we have
discussed this believe that the upper practical limit for solar
photovoltaics is in the regicn of 25-40 kw.

By contrast, a reactor systém 6f current design is expected
to supply electricity at about 25-50 w/kg, without the battery
requirement, and the figure of meric improves as the power level
increases. Thus, the balance of preference shifts at about 25 kw
mission requirement, and continues to favor nuclear power at still
higher levels. We will discuss some special features of the nuclear

option below.
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Among the missions with taquirementk in this range are

space~based radars and space-based

laser communication systems,

qy

although each can be operated at stewha: (b

it aot dramatically)

lower poher levels, by trading cthdr feature

+ There are, .of

course, more conjectural missions nequiring fven higher power, like

directed~energy weapons and manned
will ignore these for the moment.
between 10 and 20 kw already exist,

power is not illusory.

L

litary
tablish

50, the e

i
H

Before the U.S, program was stopped

had flown only one reactor, SNAP 1
level of 560 watts, at an efficiend

demonstration. The Soviets have fl

—A, which

ses in space, but we
d missions requiring

ventual need for higher

'in the early 1970s, we

operated at a power

y of 1/4Z, as a technical

own many reactors at relatively

low power levels (the moét notorious bfing COSMOS 954), presumably

in a quest for the lower drag at 1

another feature of a concentrated

illustrated the existence of safet

Before getting down to ca]:

ourselves of some basic numbers th
central one 1is, of course, the ene
materiale A kilogram of U235 cont

fission energy, so that, if one thi

oibital

wer Supp
x

s, it 1is

are use

y concen

ns |about

nks of a

order of ten times that, and thin

ks| of possi
that energy, one is thinking of a Jew megava

12-

altitudes that is

ly. COSMOS 954

issues we will discuss be;ow.

well to remind

Ful in orientation., The
rration of fissionable
2.6Imegawatt~years of
critical mass of the

$1y recovering 10Z of

tt-years of electricity




stored in a reacto’ core. Aithough other system features (like heat
rejection, to be discuséed below) become more challenging at higher
power levels, the f@&t is that nuclear power is weli-suited to power
requirements in the reéion between 100 kwe and 1 Mwe. Lower powefs
are wasteful of energy available. | . '

In the following sections we will go briefly through some -
of the considérétions aﬁd options in tﬁe seléction of a huclear

electric power system for a spacecraft.

3.2 Types of Reactor

Among the é}pes that have been discuésed are the following:
® gas-cooled fegéﬁors .
® reactors cooled by pumpeé 1iquid metals
. reactoré‘éooled'by heat pipes
® reactors cooled by other pumped liquids
L] direct-conversion-cooled‘reactOts
Each §f these reaccbrs has its advocates and its special features.
For example, some people are concorned about the durability of any
kind of rotating machinery (pumj:s) in ai:ace, glﬁhOugh existing
systems using moving parts seem to function reliablf.
Micrometeorite puncture of coolant lines is ano;her issue affecting
both gas- and liquid-cooled reactors. As will be seen below, we

think there {s time to resolve these questions.
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3.3 Types of Conversion

Among the means of conver

that have been investigated are the following:

ting fission energy to electricity

® - thermoelectric conversion

® thermionic conversior (direct.and indirect)
® thermophoto?oltaic conversion

® magnetohydrodynamic conversio?

® dynamic conversion

Ed

Rankine cycle

Stirling cycle
-~ Brayton cycle

With the exception of magnetohydr
are possible candidate conversion

" reactor heat source.

studied, and SNAP 10-~A was thermodlectric,

concern about the various dynamic
moving fluids and moving parts.
first two, We discuss the first
Thermoelectric conversion
been widely used (even in space),

disadvantages. It is relatively {

percent, so that the radiated poer require

given amount of electricity. It g

temperature, which compounds the

ynamic conversion, all of these

technologles to be mated to a

The first two have been most extensively

ith the principal

technologlies having to do with

?oviet appear to have used the
bre; in slightly greater detail.
is the most developed form, has
but sutfers from some
nefficien , typically a few
ents are high for a
r a relatively low

perates a

adiatfon problem, though the




search for high~temperature thermoelectric materials continues. It
requires less extrapolation of the currént state~of-the-art than the
other options, and was the choice for the SP-100, to be discussed
below. ' V

Thermionic codversion (direct conversion through a plasma
diode) had a burst of developmént in the sixties, but has not
prospered since. It ie in many ways the most promising option
because the effic.iacy of conversion is high, typically 15% or more,
and the heat rejection temperature at the ancde 1is high, which
re!icves the radiation problem even more. Thus, it is part<cularly
"well suited to direct conversion systems with in-pile thermocouples,
and such syst:ns were in fact tested at Los Alamos in the early
sixties. On the other hand, the cell spacing has to be small to
achieve high efficienby, and the geometry has to be preserved under
difficult environmental conditions, so that there remain unresolved
materials problems that involve technical risk. Even so, thic is a
promiying téchnology.

Therwophotovoltaic conversion was a sleeper--we had never
heard of it before--and it i{s by no means clear that it is -
appropriate to the space nuclear application. Nonetheless, it is so
appealing that we give it some space here.

Recall that photovoltaic comversion 16 a normal silicon
solar cell proceeds by the absorption of a photon in the p-a

Junction region of a cell, with the electron-hole pair subsequently

15




separated by the intra—-junctioa fleld., The optimum photon energy

required to create the pair is, of course,

just equal to the energy

gap between the valence and conduttion bands in silicon,

approximately 1.1 volts. Any phofon energy
kinetic energy of the electron and hole. an

into heat. Thus, a major source pf ineffié

over this contributes to
d is subsequently lost

iency in a normal silicon

solar cell derives from the fact fhat the golar spectrum is of

Planck form, with a peak in The green at ag

nut 2 Volts, so that

fully half the energy of each photon is wagted in this way. (Of

coutse,‘there'ate other inefficiepcies in t
a great deal of research effort egkpended or
with larger band gaps, to more clpsely matc

the beauty and simplicity of the thermophot

he cell.) There has been
the sea:ch for materials

h the solar spectrum, but

matching the solar spectrum to the cell, rather than the other way

around. This is possible because
 permits one to cool radiation with 100% eff

greater than 30% have in fact beeh achieved

the second law of thermodynamics

iciency. Efficlencies

in the laboratory for

photoeléctric conversion with silicon celld. Unfortunately, this

technique, though it would work j?stias well in space, remains

limited to silicon cells, which 1n'turn lo
at temperatures over about 100°C,
still severe until new high-temperat&re éhc
discovered.

Until then, this is pnly (and

earth~bound technology. If highef temperat

e efficiency dramatically

so‘the héat rejection problem is

itovoltaic cells are
it is) a very promising

ure materials can be

ovoltaie idéa is that of




found, the potential for driving the cells directly with a reactor,

rather than with a degraded solar spectrum, is rea..

3.4 Heat Rejection

There is no alternative to.heat rejectioh by radiation in
space, except‘for very short missions in which.one is willing‘to
squander‘working fluid, and such missions are of no apparent
interest. For high power systems, the weightvbf the radiator begins
to dominate the system weight, unless advantége is taken of the fact
that thermal radiaﬁion from a black body increases as TAaV

- For orientation, consider the following numbers. A black
spheré in sunlight in gpace, at a distance ffom the sun equal to
that of Earth, absorbs sunlight on an area of ¥ 2, while radiating
from an area of 4nR2, ;na'comes to equilibrium at a temperature of
about. 2809K, while a flat black collector, like a éolar cell, comes
to equilibrium at about 330°K. Thus, gi_xz.syatem whose rejection
temperature i{s as cool as.a warm solar cell uﬁst have the same
radiatiﬁg area as a solar array. fhere ié an enormous advantage to
higher radiating temperatures, and a factor of three in radiating
temperature (typical, for exzample, of thermioniéisystems) translates
to a factor of eighty in radiating area. It is worth pursuing,
despite the inevitable materials problems. k

Apart from more visionary direct-coﬁvefsion thermionic

schemes, most radiator plans are one or another form of fin--une-
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radiator system, with heat transfe:

a working fluid, or by direét conchtion at

levels. The working fluid may plaj

- from the reactor accomplished by
the lower power

b other rdles, or may be in a heat

pipe, but the principle 1is the same¢. All such schemes are limited

as described above.

3.5 ?ower Conditioning.

. We have very little to sa
nuclear electrical supplies are apj

steady supplies of power.

 power (such as the illusory directed-energy

conditioning in a form we have not

Migsions requirin

y here, éxcébt to note that
propriate to missions requiriang

I lifge bursts of'bulsed
weapons) require power

discussed. Whether this should

take the form of expendable fuels ér atoragﬁ via batteries,

flywheels, inductive stores, capac
scope. -
3.6 Shielding

Shielding is an integral
protect sensitive parts of the pay

radiation, but the design of the s

details, Sonme miiitary payloads, already h

attack, may require little help, w

of protection. We see no way to dlegn an 4

(shields are heavy), and believe 1
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[tors, or whatever, is beyond our

part of afny spacecraft design, to
Loaé from the'révages of nucleat

hielding“ epends critically upon

rdened'against nuclear

hile others may need a great deal
11~purpose shield

steful

eF

to put the entire




burden of shielding on the power supply designér, and none on the
payload designer. Yet the designs we have seen tend to incorporate
a "ghadow shield" designed to do just that.

Given the incr;asing.hardness of modern electronics, ve
think it wise to divide the burden, and to reduce the weight of
whatever shadow shield m#f bg required by providing special
protection, at the payload, of_its sénsitive parts. We call this

the jocksccap concept,

3.7 Safety

No militafy reactors will be launched, in the present and
foreseeable climate, unless there is careful attention to both the
real and the apparent safety of the system and procedurés. To be
sure, there is safety inherent in the fact that one contemplates a
“cold” launch, with the reactor activated once it has achieved a
stable orbit. Thus, an aborted launch brings no fission products
back to Earth. On the other hand, once a reacto; has been
operating, it is a repésitory‘for fission products, which will then
need to be stored for at least several hundred years. The Soviets
accomplish this by an end-of-mission boost into a higher and
therefore longer-lived orbit, but the reliability of that system was
illustrated by the failure of COSMOS 954.

" There exists an interagency system for the approval of

space nuclear launches, but we have no information on its

19




effectiveness. We do think that th

attention in DOD.

is subject

T —

warraats real




4.0 SUMMARY

In suamary, we believe that there really is an impending
need for nuclear power in space, and that there 1s a surfeit of ways
to get there from here. The most highly developed (in the sense of
design) concept is the Los Alamos SP~100, a 100 kwe design
incorporating heat pipe cooling, thermoelectric conversion, and a
shadow shield that constitutes over 25 of its weight of nearly
3000 kg. It is a point design, and serves, in our view as a clear
demonstration that ome can design a nuclear electric system in this
power range.

On the other hand, although Solar/Battery systems as large
as 100 kw cannot be ruled out on technicalvgtounds, operational and
cost considerations appear to make use questionable for Air Force
gystems at this power level.

The specific cost ($/W) of solar arrays has decreaped over
the past tweaty years, priuciéally because the size of the arrays
has increased. An informal industry survey (Randolph, 1981) puts
the cost of solar arrays between $500 and $1000/W for a 1981/82 time
frame. However, recent NASA studies suggest design concepts for
achieving planar or concentrator solar array at costs below
$100/W. The technological feasibility and verification of economic
payoff remain to bo demonstrated for such concepts, and hardening

considerations have not been considered in these low cost options.
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Because of the large R&D costs associated with 100 kw power
systems, it would be desirable to find ways to spread this buy in
cost over several programs, since no one space program will likely

be able to afford the total cost. Unfortunately, space systems

- appear to be the only viable users of these specialized systems.

The reactors and high temperature radiator cooling systems appear to
be only useable in space gnd!therefore not useable in other Air
Force prime power applicaﬁions.‘.geacﬁors might, however, be
combined in some way to provide power for maneuverability or even
orbital transfer as ggil ggufupplyiag,glec;rical power for the space
syateﬁs. |

It appears tha: thgyAir Force ghoulu develop a Statement of
Operational Need (SON) for spacecraft use of nuclear power |
gystems. We belleve, however, that thejwide variety of technical
options we have outlined above suggest that some technical
competition is in order before the nation plunges on a. specific
system. We know all too well that the bettét is often the enemy of
the good, but we also believe éhat.the need for nuclear electricity
in space, while real, is not so_proximgte that one need forego aan
orderly choice of technology. We are not advocating a,dilgtory
selection procedure as a means of avoiding the issue, but think that
we can afford the luxury, in this case, of developing the mission

requirements concurrently with the technical selection. After all,
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they do 1nfluence each other. It |[{s also esgsential that the
relevant Government agencies, DOD,| NASA, and DOE, all contribute
their expertise and resources toward a timely resolution of the
technical and mission questions., [This will requipe modest R&D
expenditures”(a reasonable‘number~of‘m11110's:of dollars a year for
the next féw years) to'aésure aAﬁaaﬁinéful Iutcome,'but the price of
?ntry for such a nuclear electric |system is going to be of the order
of a ﬁélfubillionﬁtp a billion dolilars anyway, and a reasonable
number of téns of milltons speﬂﬁ th do it'flght would seem to be |

ptudeht.
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